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1 Purpose and Scope

This document explains the use of the Mixed Models procedure (PROC MIXED) available in

SAS (SAS Institute Inc. Cary, NC, USA.) as applied to biorhythm data. It supplements both the

documentation that comes with PROC MIXED and the book “SAS System for Mixed Models”

by Littell, et al. by focusing specifically on those aspects of PROC MIXED that are of greatest

interest to those researchers working with biorhythm data.

The type of data assumed in this document is multiple time series. Each time series rep-

resents the repeated measurements of some biological phenomenom (e.g. levels of a hormone

in the blood or core body temperature) on a single subject. Normally there are dozens to hun-

dreds of measurements per subject. Missing values are allowed. Usualy the measurements are

equally spaced. All of the subjects may come from one group, or there may be, e.g. control and

treatment groups. There may be additional levels of hierarchy of the subjects, e.g. there may be

control and treatment groups at each of several centers.

The analyses described here are based on fitting a circadian (or other time period) rhythm

with a series of sin and cos curves. This approach may be described as harmonic regression,

cosinor analysis, or regression on a Fourier basis (Radomski, et al., 1995, Iranmanesh, et al.

1990, Bergendahl, 1996). Theoretically any curve may be approximated as closely as desired

by using a sufficient number of harmonics. Practically, an appropriate fundamental frequency

and a few harmonics may provide a good approximation to many, but not all biorhythms.

Two key extentions to the usual cosinor analysis are the inclusion of autoregressive error

structures to model the strong serial correlation often seen in this type of data (Greenhouse,

et al. 1987), and the use of mixed (hierarchical) models to account for the normal subject-to-

subject biological variation (Laird and Ware, 1982, Greenhouse, et al. 1993).

The types of data that cannot be analysed using the methods described here include those

with unknown fundamental periods (Greenhouse, et al. 1987) or with periods that vary over the

time of the study.
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2 Scope of Models Considered

Here is an overview of how one might think about a typical biorhythm study. The overall shape

of the time series for any individual subject is constructed from a series of sin and cos curves

as described below. You must know the fundamental frequency (e.g. 1/24 hour for a circadian

rhythm), but the number of harmonics can be decided on as part of the model selection proce-

dure. Technically, sin and cos terms are columns in the design matrix for the fixed (non-random)

part of the model. (They may also be in the random effects design matrix.) The coefficients of

these terms relate to the phase and amplitude of the various frequency components of the curve

estimate.

Additional components are often present in the fixed effects design matrix. These are used

to account for differences in the level or shape of the curve due to covariates (e.g. male vs.

female) or treatment groups. Effects that are represented simply as additional variables in the

fixed effects allow for changes in the level of the curve for different levels of the variable.

Effects that are represented as interaction terms between additional variables and the sin/cos

terms introduce shape changes.

The next component of the model is the serial correlation of the samples. Since samples

are usually closely spaced, treating them as independently distributed is usually inappropriate.

SAS PROC MIXED can accomodate AR1 (first order autoregressive) or ARMA (AR1 plus first

order moving average) error structures; these are likely to provide acceptable modeling of the

serial correlation.

Next we consider the hierarchical portion of the model. This relates to the random effects.

One form of subject-to-subject variation is a random intercept, in which each subject has an

individual level for his or her biorhythm curve. If the model has fixed effects covariates, then

the random intercept reflects random variation of the individual curve level among all subjects

having the same covariates. The inclusion of sin and cos terms in the random effects results in

random slopes, i.e. random variation of the shapes of the curves (e.g. time of peak) around the

average for subjects with a specific set of fixed effect covariates.

4



3 Theory Review

Good references to the theory of mixed models include Laird and Ware, 1982, Diggle, et al.,

1994, and Littell, et al. 1996. This paper uses the SAS notation.

The overall shape fitted to an individual patient’s data in harmonic regression is based on

sine (sin) and cosine (cos) curves. According to the theory of Fourier analysis, any curve can

be represented as the sum of many sin and cos curves. In this sense it it theoretically possible

to get a good approximation to any curve using the approach given here. Practically, with a

reasonable size data set, only a relatively small number of sin and cos curves will be used. If

your biorhythms cannot be approximated by a relatively small number of sin and cos curves,

harmonic regression is probably not approriate for your problem.

Harmonic regression uses a pair (one sin plus one cos) of curves for each frequency (usually

labelled � ). The frequency is the reciprocal of the period; periods are easier for people to think

about, while frequencies are more natural to use in many formulas. For example if the sample

times are in hours, and the rhythm is circadian, then the period is 24 and the frequency is 1/24

(0.04167). This is the fundamental (lowest frequency), which is assumed to be known in this

document. Higher frequencies are called harmonics. In the example considered here, the next

several frequencies are 2/24=1/12, 3/24=1/8, 4/24=1/6, and 5/24; these correspond to periods of

12, 8, 6, and 4.8 hours respectively. A sin wave can be represented by the equation ����� ���
	 ����

where t is the time and

	
is 3.14159. If t goes from 0 to �
� � , the curve traces one complete

cycle:
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A cos wave of a given frequency can be shifted to the right by an amount called the phase
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and labelled � by using the equation � ��� ��� 	 � ����� � 
 
 . In this form, the peak of the cos curve

is shifted from its standard time 0 position by
� 	 � where positive values are a shift to the right,

and negative values to the left. For the rest of this document, the word phase will refer to
� 	 �

so that the “phase” can be thought of in the same time units as the sampling in the experiment.

A more complete representation of a time series, “Y”, indexed by time “t”, when offset by

mean, � , multiplied by amplitude, R, and perturbed by errors, ��� , is given here:

� �	�
���

�
������� � � � �

��� 	���� ����� � � 
 
 �����
Often a form linear in the unknown parameters is used:

� �������

�
����� �"! � �����

� � 	�� ����
 ��# � �%$'& � � 	�� ����
)( �*���
In this form, a each phase shifted cos wave is represented as the sum of two unshifted cos and

sin wave with appropriate separate amplitudes, ! � and # � . The equations that can be used to

convert between these forms are:

� �,+ !.- ��# -
� 	 � �/� arctan

� # � ! 


! � �0
�1�32�45& � � 	 � � 
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4 Simulated Example

A detailed example of the analysis of simulated biorhthym data is given here. The simulated

data, as well as the Splus (StatSci, Inc, WA) program used to generate in are available on the

world wide web at http://www.stat.cmu.edu/ hseltman/SASMixed/primer.html. The data con-

sists of measurements of some unspecified attribute that follows a circadian rhythm. Measure-

ments of the attribute in 10 control and 10 treated subjects are observed every 15 minutes for

24 hours.

The data are simulated as the sum of a 24 period fundamental cosine curve plus an 8 hour

period harmonic. All subjects have a harmonic amplitude of 7, a harmonic phase shift of -1

hours, a fundamental amplitude of 5 with a random subject-to-subject variation with standard

deviation (sd) equal to 1. The controls have mean 45 with a random variation of sd=2, and a

fundamental phase shift of 4 with a random variation of sd=2. The treated subjects have mean

of 50 with a random variation of sd=5(sd), and a fundamental phase shift of -2 with a random

variation of sd=2.

The analysis steps given here are neither universal nor unique, but some variation of these

steps should comprise a reasonable analysis in many situations.

4.1 Reading in the data

The following header and data sections are common to all SAS programs in this example. The

data is read in from a file, and new variables are created for the autoregression times (needed

to determine the order and spacing of the samples in the AR analysis), and the sin and cos

variables:

options linesize=80;

data Sim1;

infile ’Sim.dat’;

input id rx time attrib;

cos24=cos(2*3.14159/24*time);
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cos12=cos(2*3.14159/12*time);

cos8=cos(2*3.14159/8*time);

cos6=cos(2*3.14159/6*time);

cos4p8=cos(2*3.14159/4.8*time);

sin24=sin(2*3.14159/24*time);

sin12=sin(2*3.14159/12*time);

sin8=sin(2*3.14159/8*time);

sin6=sin(2*3.14159/6*time);

sin4p8=sin(2*3.14159/4.8*time);

artime=int(time*100); /* remove decimals to get correct sort order */

run;

The input statement assigns names to the four columns in the data file. The cosxx and sinxx

terms define the cosine and sine curves for each frequency used. The artime converts times from

decimal hours to integer hundreths of an hour; the creates numbers that will be correctly sorted

by SAS when interpreted as a “class” variable, as is needed for the “repeated” statement.

4.2 Test of AR parameter

The first step is to use a set of fixed effects that should be conservatively sufficient to model the

curves in any given subject. By including more harmonic frequencies that one would expect to

need, testing of the serial correlation (AR parameter) and the other random effects will be little

effected my misspecification of the fixed effects.

The SAS program used is:

title ’Sim Step 1: Fundamental + 4 Harmonics + Treatment +/-AR(1)’;

title2 ’Without AR(1)’;

proc mixed data=Sim1 info;

class rx;
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model attrib = rx cos24 sin24 cos12 sin12 cos8 sin8 cos6 sin6 cos4p8 sin4p8

rx*cos24 rx*sin24 rx*cos12 rx*sin12 rx*cos8 rx*sin8

rx*cos6 rx*sin6 rx*cos4p8 rx*sin4p8;

random int /type=VC sub=id;

run;

title2 ’With AR(1)’;

proc mixed data=Sim1 info;

class rx artime;

model attrib = rx cos24 sin24 cos12 sin12 cos8 sin8 cos6 sin6 cos4p8 sin4p8

rx*cos24 rx*sin24 rx*cos12 rx*sin12 rx*cos8 rx*sin8

rx*cos6 rx*sin6 rx*cos4p8 rx*sin4p8;

random int /type=VC sub=id;

repeated artime / type=ar(1) sub=id;

run;
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