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Question 1: A manual rank sum calculation requires finding the sum of all of the ranks.
Without using a calculator or computer can you find the sum of the integers from 1 to
1000?

Question 2:

Sleuth data problem 29 (Exercise and Walking Times) presents an experiment reported in
the journal Science. The subjects are 12 one-week-old infants recruited as a “convenience
sample” from white, middle class families. The infants were randomly assigned the “ac-
tive” group which had stimulation of the walking reflex via four 3-minute long exercise
sessions daily from week 2 to week 8. The control group received no stimulation. The
time of first walking was recorded in months.
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> with(d25, t.test(months~group))

Welch Two Sample t-test

t = -1.8481, df = 9.976, p-value = 0.09442

alternative hypothesis: true difference in means is not equal to 0

95 percent confidence interval:

-3.4929271 0.3262604

sample estimates:

mean in group Active mean in group Control

10.12500 11.70833

> with(d25, wilcox.test(months~group, conf.int=TRUE))

Wilcoxon rank sum test with continuity correction



W = 9, p-value = 0.1705

alternative hypothesis: true location shift is not equal to 0

95 percent confidence interval:

-3.500013 0.750049

sample estimates:

difference in location

-2.000005

Warning messages:

1: In wilcox.test.default(x = c(9.75, 9.5, 9.5, 9, 10, 13), y = c(9, :

cannot compute exact p-value with ties

Question 2: Which two tests were done? How do you know that they are both potentially
appropriate? Which test is likely to be more reliable in the problem and why? Comment
on internal and external validity if you know what they are.

Question 3: Permutation test for Walking data

### Permuatation test of median difference

# For fun, find total number of possible randomizations of 12 items into 2 groups

choose(12,2) # [1] 66

# Function to test median differences by permutation

fm = function(y, x, nsim=1000, plotit=FALSE) {

if (!is.numeric(x)) stop("x must be numeric")

if (length(table(x))!=2) stop("x doesn’t have 2 values")

vals = as.numeric(names(table(x)))

xsim = rep(1:2, table(x))

fsim = function(dummy) {

xperm=sample(xsim)

stat=abs(median(y[xperm==1])-median(y[xperm==2]))

}

rslt = sapply(rep(1,nsim), fsim)

stat = abs(median(y[x==vals[1]])-median(y[x==vals[2]]))

p.value=mean(rslt>=stat)

if (plotit) {

hist(rslt, main="permutation test", xlab="absolute median difference")

abline(v=stat)

}

return(p.value)

}
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fm(d25$months,as.numeric(d25$group), 10000, plotit=TRUE) # 0.2479 (takes 12 seconds)

fm(d25$months,as.numeric(d25$group), 100000) # 0.24366

fm(d25$months,as.numeric(d25$group), 1000000) # 0.242174 (takes tens of minutes)

The top of the fm() function just allows the “x” input, which defines which group “y”
belonged to, to be any two numbers. Variable “vals” will be the two possible “x” val-
ues. Variable “xsim” is just the numbers 1 and 2 (representing group assignment) repli-
cated the right number of times to match the data but in no meaningful order, e.g.,
1,1,1,1,1,1,2,2,2,2,2,2 for our data. Function fsim() computes the absolute value of the
difference of medians for the two groups for one particular random group assignment.
The sapply() computes a large number (nsim) of these differences. Variable “stat” is
the absolute value of the difference of medians for the two groups for the real data.
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Question 3: How is the permutation p-value calculated? How do you interpret the
plot? What does the p-value mean? Without computational details, how is the exact
permutation p-value different from the approximate one calculated here? Do you think
this test has more or less power than the Wilcoxon test?
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Question 4: Tail feather experiment

Wiebe and Bortolotti (2002) examined color in the tail feathers of northern flickers. Some
of the birds had one ”odd” feather that was different in color or length from the rest of
the tail feathers, presumably because it was regrown after being lost. They measured the
yellowness of one odd feather on each of 16 birds and compared it with the yellowness of
one typical feather from the same bird.

The question of interest is whether the odd feather is more or less yellow than the typical
feathers.

Here are the data:

bird typical odd

1 A -0.255 -0.324

2 B -0.213 -0.185

3 C -0.190 -0.299

4 D -0.185 -0.144

5 E -0.045 -0.027

6 F -0.025 -0.039

7 G -0.015 -0.264

8 H 0.003 -0.077

9 I 0.015 -0.017

10 J 0.020 -0.169

11 K 0.023 -0.096

12 L 0.040 -0.330

13 M 0.040 -0.346

14 N 0.050 -0.191

15 O 0.055 -0.128

16 P 0.058 -0.182

Question 4: Show the calculations needed for the sign test. Without using a calculator,
compute the z-score, and comment on your conclusion (without using a Normal probability
table).
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Question 5: More on the birds

> with(tail, t.test(typical, odd, paired=TRUE))

Paired t-test

t = 4.0647, df = 15, p-value = 0.001017

alternative hypothesis: true difference in means is not equal to 0

95 percent confidence interval:

0.06521848 0.20903152

sample estimates:

mean of the differences

0.137125

> with(tail, wilcox.test(typical, odd, paired=TRUE, conf.int=TRUE))

Wilcoxon signed rank test

V = 126, p-value = 0.001312

alternative hypothesis: true location shift is not equal to 0

95 percent confidence interval:

0.0505 0.2150

sample estimates:

(pseudo)median

0.13025

Question 5: What features of a dataset might suggest use of the signed-rank test over
the paired t-test? Under what circumstances do you expect such similar results for the
parametric (model based) and non-parametric tests? What do you conclude about the
odd feathers? It is not OK to do several tests and choose the one you like best. Explain
why not.
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