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Abstract

In this article we explored the effect of Harmony Motion, Instrument, and Voice Leading on
listen’s identification of music as ”classical” or ”popular”. We firstly built a random intercept
model with three design variables by using AIC criterion and anova test. Then we added other
independent variables and other random effects into our previous model of classical ratings
and popular ratings to obtain our best model. By checking the coefficients and significance
of our final model, we found that Instrument exert the strongest influence among the three
design factors and I-V-VI in Harmony and Contrary Motion in Voice Leading have a strong
association with classical ratings. Furthermore, we showed in this article how do musicians
and non-musicians identify classical music in different ways by implementing one way anova
test. Finally, we compared the the two models about classical ratings and popular ratings in
coefficients and significance to show differences in things that drive classical vs. popular ratings.

1 Introduction

In 2012, Ivan Jimenez, a composer and musicologist visiting the University of Pittsburgh, and
student Vincent Rossi, designed an experiment of measuring the influence of instrument, harmonic,
and voice leading on listeners’ identification of music as ”classical” or ”popular”.

In this article, we want to use the data collected by Ivan Jimenez to further explore the rela-
tionship between people’s identification of musical type and instrument type, harmonic type, and
voice type. This problem is crucial because this can help us determine the key factors affecting
people’s identification of music.

In addition to answering the main question posted above, we will address the following questions
as well:

• What experimental factor, or combination of factors, has the strongest influence on ratings?

– Does Instrument exert the strongest influence among the three design factors (Instru-
ment, Harmonic Motion, Voice Leading), as the researchers suspect?

– Among the levels of Harmonic Motion does I-V-vi have a strong association (the strongest?)
with classical ratings? Does it seem to matter whether the respondent is familiar with
one or the other (or both) of the Pachelbel rants/comedy bits?
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– Among the levels of Voice Leading, does contrary motion have a strong (the strongest?)
association with classical ratings?

• Are there differences in the way that musicians and non-musicians identify classical music?

• Are there differences in the things that drive classical, vs. popular, ratings?

The data utilized in this article is taken from homework 10:It provides 36 musical stimuli to 70
listeners, recruited from the population of undergraduates at the University of Pittsburgh. Answer
of each listener’s rate of the musical sound in two scales(classical and popular) is recorded. The
data also contains experimental variables(Instrument, Harmonic Motion, and Voice Leading) and
other important variables.

2 Methods

In this report, the variables in the dataset are represented in the data available to us. They are
shown in Table 1 and Table 2. In these two tables, the Classical and Popular are our response
variables and Harmony, Instrument and Voice are our experimental factors.

Table 1: The description of each variable

The data are available in the file ratings.csv, in HW 10 file in canvas.
Since the dataset contains many missing values, we decide to firstly clean the data and do some

exploratory data analysis before building our own model.
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Table 2: The description of each variable

When we check our dataset, we can see that there are 27 columns(variables) and 2520 rows.
As is shown by Figure 1 and Figure 2, we can find that for some of the variables, they contain too
many missing values such as X1stInstr(1512 missing values of 2520 in total). So we delete these
variables in our dataset. The rule for deleting is to check whether the proportion of missing values
is over 10% rows. By applying this rule, we finally decide to delete the following four columns:
ConsNotes(360/2520), NoClass(288/2520), X1stInstr(1512/2520), X2ndInstr(2196/2520). And it is
worth mentioned that although the missing values for KnowAxis also exceeds the 10% we still keep
this variable because it is a very important variable for us to discuss question 1.

In this study, in order to address the first question proposed in the Introduction section, we
have to first fit a best model.

Firstly, we use the stepAIC function to fit two conventional linear regression models based on
AIC and BIC. Then we utilize the anova test to decide which model we are going to pick.

Secondly, after deciding our conventional model, we add random intercept to our model to see
whether this would yield a better result. Anova test is used to determine whether random intercept
is needed in our model. After that, we try random slope for each experimental factor and use anova
test to determine which variable should include random slope.

Finally, we want to figure out which covariates should be added to the model as fixed effects
and whether there should be any changes in random effects after adding other covariates. We start
by adding all fixed variables into our model and use AIC criterion to fit a conventional regression
model. After that, we use fitLMER function to further select fixed variables as well as determine
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Figure 1: Overview of Dataset

Figure 2: Overview of Dataset

what else random effects should be included in our model. After all, we get our final best model.
Since now we have a best model, we can use this model to explain the questions proposed in the

Introduction Section. For the first question in question 1, we check the significance and coefficient
of each level of Instrument variable to give conclusions about Instrument variable. Similar methods
are used to resolve second question in question 1. In addition, as our final best model does not
contain Pachelbel rants and Comedy Bits variables, we add these two variables to our final model
manually and check the significance and coefficients of these two variables. Anova test is used to
decide whether these two variables matter for the response variable.

For the third question in question one, we reduce the intercept in order too show all levels of
Voice Leading variable to comprehensively compare their coefficients and significance. By checking
their coefficients and significance, we can then figure out whether contrary motion has a strong
association with classical ratings.

Regarding the second question, we consider different cutting boundary to define musicians and
non-musicians. Then we pick up one boundary to create a new variable musician represents whether
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this participant considers himself as musician or not. One way anova test is used here to show the
relationship between musician variable and classical ratings and the interaction of musician with
other variables. By checking the p-values, we can figure out how musician variable affects the
relationship between classical ratings and other variables.

About the last question, we compare our final model about classical ratings and popular ratings
comprehensively by checking their variables and coefficients. According to the results, we can make
convincing conclusions to determine the differences in things that drive classical ratings vs. popular
ratings.

All the computing results above are calculated by R language and environment for statistical
computing.

3 Results

Firstly, we consider the relationship between classical rating and these experimental factors. As
is shown by Figure 3, the conventional linear regression model we fit by AIC is Model 1 and the
conventional linear regression model we fit by BIC is Model 2. From the result, we can see that the
p-value for the test is 0.003. As the null hypothesis is that Voice and Harmony:Voice should not
be included in the final model. So we reject the null hypothesis. Thus we the conventional linear
model we choose is

Classical ∼ Instrument + Harmony + Voice + Harmony : Voice
After that, we compare this final conventional regression model with the model adding random

intercept by using anova test. Following Figure 4 shows the result of our anova test.

Figure 3: Anova Test of AIC and BIC Model

Figure 4: Anova Test of Conventional Model and Random Intercept Model

The p-value for the anova test is less than 0.05 and the null hypothesis is that random effect
is not necessary in this model. So we decide to reject the null hypothesis. The random intercept is
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needed in the final model.
So after adding random intercept, our model becomes:
Classicali = α0j[i] + α1Instrument+ α2Harmony + α3V oice+ α4Harmony : V oice+ εi

α0 = β0 + ηj , ηj
indep∼ N

(
0, τ20

)
Then we try to determine which variable should include random slope by checking the AIC and

BIC value.

Figure 5: Anova Test of Random Slope

Figure 5 shows that lmer.4 holds the lowest AIC and BIC value. This indicates that the model in
can be improved by adding Instrument and Harmony random effect terms. So the best combination
would be

Classical i = α0j[i] + α1j[i] Instrument i + α2j[i] Harmony i + α3 Voice i+

α4 Harmony ∗ Voice +εi, εi
indep∼ N

(
0, σ2

)
α0j = β0 + η0j , η0j

indep∼ N
(
0, τ20

)
α1j = β0 + η1j , η1j

indep∼ N
(
0, τ21

)
α2j = β0 + η2j , η2j

indep∼ N
(
0, τ22

)
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By using stepAIC function and fitLMER function to further select fixed variables and random
effects, we get our best model for classical rating:

Classical i = α0j[i] + α1j[i] Instrument i + α2j[i] Harmony i + α3 Voice i+
+α4Selfdeclare+ α5OMSI + α6X16.minus.17 + α7ClsListen+

α8 Harmony ∗ Voice +εi, εi
indep∼ N

(
0, σ2

)
α0j = β0 + η0j , η0j

indep∼ N
(
0, τ20

)
α1j = β0 + η1j , η1j

indep∼ N
(
0, τ21

)
α2j = β0 + η2j , η2j

indep∼ N
(
0, τ22

)
By using similar methods, we can get the final best model for popular rating as well:

Popular i = α0j[i] + α1j[i] Instrument i + α2 Harmony i + α3 Voice i, εi
indep∼ N

(
0, σ2

)
α0j = β0 + η0j , η0j

indep∼ N
(
0, τ20

)
α1j = β0 + η1j , η1j

indep∼ N
(
0, τ21

)
The coefficients for each model are shown as below in Figure 6 and Figure 7

Figure 6: Coefficients for Final Classical Rating Model
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Figure 7: Coefficients for Final Popular Rating Model

Next we are going to check the influence of Instrument Variable. When the response variable
is Classical Rating, we can see from Figure 6 that both Instrumentpiano and Instrumentstring
are significant in our final model because both of their t-values exceed 1.96. In addition, when we
check the random effect of Instrumentpiano and Instrumentstring, we can see that their Standard
Deviation are 1.09 and 1.25. So there is approximately 95% chance that the interval [1.53 - 2 * 1.09,
1.53 + 2 * 1.09] = [-0.65,3.71] and [3.45 - 2 * 1.25, 3.45 + 2 * 1.25] = [0.95,5.95] contain the true
coefficients for Instrumentpiano and Instrumentstring. We can find that the interval of coefficient
of Instrumentpiano contains zero, however most of the data would exceed zero. In addition, the
interval of coefficient of Instrumentstring exceeds zero, which mean that keep other variables fixed,
if we change the variable Instrumentguitar(baseline) to Instrumentpiano or Instrumentstring, there
would be a strong positive increase in classical ratings. Compared the coefficients of fixed effects,
we can find that the Instrument variable has the largest coefficient. This proves that Instrument
exerts the strongest influence among three design factors.

When the response variable is Popular Rating, we can see from Figure 7 that both Instrument-
piano and Instrumentstring exceed -1.96, which means that these two variables are significant in
our final model. Additionally, when we check the random effects of Instrument variable, we can
find that the Standard Deviations for Instrumentpiano and Instrumentstring are accordingly 1.05
and 1.22. So there is approximately 95% chance that the interval [-1.12 - 2 * 1.05, -1.12 + 2 * 1.05]
= [-3.22,0.98] and [-2.99 - 2 * 1.22, -2.99 + 2 * 1.22] = [-5.43,-0.55] contain the true coefficients
for Instrumentpiano and Instrumentstring. We can find that the interval of coefficient of Instru-
mentpiano contains zero, however most of the data would be below zero. In addition, the interval
of coefficient of Instrumentstring is below zero, which means that keep other variables fixed, if
we change the variable Instrumentguitar(baseline) to Instrumentpiano or Instrumentstring, there
would be a relatively strong negative increase in popular ratings. Compared the coefficients of fixed
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effects, we can find that the Instrument variable has the largest coefficient(absolute value). This
proves that Instrument exerts the strongest influence among three design factors.

So the conclusion for the first question in question 1 would be yes. Instrument does exert the
strongest influence among the three design factors as the researchers suspect.

After that, we want to figure out whether I-V-VI has a strong association with classical ratings
among all levels of Harmonic Motion. At first, we check the t-value for this level and find that
the t-value for HarmonyI-V-VI is 4.12 > 1.96. This indicates that HarmonyI-V-VI is significant
in our model. Besides, HarmonyI-V-VI holds the largest coefficient(0.90) compared to other two
levels:HarmonyI-V-IV(0.03) and HarmonyIV-I-V(0.09), which means if we change HarmonyI-IV-V
into HarmonyI-V-VI, there will be 0.90 increase in classical ratings. In conclusion, I-V-VI has the
strongest association with classical ratings among all levels in Harmonic Motion.

Figure 8: Anova Test for Including KnowAxis and KnowRob

Next we want to know whether Pachelbel and Comedy Bits matter with classical ratings. From
Figure 8 we can see that none of the anova tests has a significant result. And after adding KnowAxis
and KnowRob into our final model, the AIC increases from 7470 to 7473. So we decide not to include
these two variables in our final model and it does not matter whether the respondent is familiar
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with one or the other (or both) of the Pachelbel rants/comedy bits.
For the final part of question one, the coefficient each variable is as shown in Figure 9. This

Figure is based on eliminating the baseline of Voice to comprehensively show the impact of each
level. From Figure 9 we can figure out that all of the coefficients of these three levels in Voice are
significant. The t-values for contrary, par3rd, and par5th are 10.3, 9.5 and 9.7. Their coefficients
are accordingly 5.12, 4.73, 4.81. As the coefficient for Voicecontrary holds the largest value, we can
conclude that contrary motion has the strongest association with classical ratings.

Figure 9: Summary of Classical Rating Model by Eliminating Baseline

To solve the second question, we use the boundary 2.5 to split the data to make musician
and non-musician approximately the same and create a new variable musician. If the Selfdecare
exceeds 2.5, then the musician variable would be 1, else it would be 0. Then we use one way anova
analysis to see which interaction variable is significant in our test. As as shown by the Figure 10,
musician:Harmony, musician:Instrument, musician:X16.minus.17 are three significant interaction
variables in the model. This means that whether the participant is a musician will affect the
relationship between Harmony, Instrument, ClsListen and classical ratings.

Regarding the last question, from Figure 6 and Figure 7 we can compare the coefficients of these
two models for classical ratings and popular ratings. For the final model of classical ratings, there
are 7 variables included, which contains 3 design variables and other 4 independent variables. In
contrast, for the final model of popular ratings, there are only three variables in the final model,
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Figure 10: One Way Anova Test for Including Musician Variable

which are three design variables and the model’s random effects.
In addition, besides the number of variables, the coefficients of variables are also different. The

similar thing is that Instrument variable exerts the strongest influence among all three design factors
in both models of popular ratings and classical ratings. But the difference is that when we look at
Harmony variable, we can find that HarmonyI-V-VI has a relatively strong positive relationship with
classical ratings and the coefficient for HarmonyI-V-VI is 0.90. However, in popular ratings model,
HarmonyI-V-VI only shows weak negative relationship with popular ratings(coefficient:-0.33).

What’s more, from Figure 6 we can see that OMSI has a relatively strong relationship with
classical ratings as the coefficient for OMSI is 0.83 and the t-value for it is 4.02(> 1.96). So this is
a significant and important variable to determine the final classical ratings model. In contrast, the
popular ratings model does not even contain this variable.

Finally, we can see that in classical ratings model, there are random effects of Instrument and
Harmony. However in popular ratings model, there is only random effect on Instrument variable.
All of these things above indicate that there are differences in things that drive classical vs. popular
ratings.

4 Discussion

In the Results section, we have shown that the best model for classical ratings is

Classical i = α0j[i] + α1j[i] Instrument i + α2j[i] Harmony i + α3 Voice i+
+α4Selfdeclare+ α5OMSI + α6X16.minus.17 + α7ClsListen+

α8 Harmony ∗ Voice +εi, εi
indep∼ N

(
0, σ2

)
α0j = β0 + η0j , η0j

indep∼ N
(
0, τ20

)
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α1j = β0 + η1j , η1j
indep∼ N

(
0, τ21

)
α2j = β0 + η2j , η2j

indep∼ N
(
0, τ22

)
And the best model for popular ratings is

Popular i = α0j[i] + α1j[i] Instrument i + α2 Harmony i + α3 Voice i, εi
indep∼ N

(
0, σ2

)
α0j = β0 + η0j , η0j

indep∼ N
(
0, τ20

)
α1j = β0 + η1j , η1j

indep∼ N
(
0, τ21

)
As we discussed in Results section, the Instrument variable exerts the strongest influence among

three design factors in both popular ratings model and classical ratings model. This conclusion
coincides with our intuitive because using instrument to distinguish the music type is a very direct
way. Usually if the music belongs to classical category, then the musician would tend to use piano or
string(violin,cello.etc) to play the classical music. On the other hand, if the music type is popular,
musician will be more likely to use guitar to play this kind of music.

Using Voice and Harmony to distinguish popular music and classical music may not be very
intuitive because for those ordinary people, they have not accepted systematic training for the
music theory, it’s difficult for them to tell the difference between Voice and Harmony in popular
and classical music. For those musicians, Voice and Harmony could be a good way to distinguish
because they have more domain knowledge. But for ordinary people, using instrument would be a
more intuitive and direct way.

For the second question in question 1, we can see that HarmonyI-V-VI has the strongest rela-
tionship with classical ratings. And it does matter whether the respondent is familiar with one or
the other (or both) of the Pachelbel rants/comedy bits. This conclusion is reasonable because these
two people are very famous musicians. Having heard of their music represents that the participant
has a passion for music. Since the participant has a passion for it, he would tend to learn more
musical domain knowledge. This would make him easier to distinguish classical and popular music.

For the last question in question 1, we can see from the result that contrary motion has the
strongest association with classical ratings. Contrary motion is motion in opposite directions. That
is, when one of the lines moves up, the other line moves down. Parallel motion at an interval of
a perfect fifth is known as parallel or consecutive fifths, and at an interval of an octave is known
as parallel or consecutive octaves. Compared with parallel motion, contrary motion is easier for
listener to distinguish and for performer to play because the fingering is the same in both hands.
People usually like the sound of a contrary motion scale, and it is so easily done before they can
put hands together in a tune. That may be the reason why contrary motion has a more influential
association with classical ratings compared with parallel motion.

Then when we turn our eye on the result in question 2, we can find that there is a difference
in the way that musicians and non-musicians identify classical music. From Figure 10 we can see
that whether the participant is a musician or not will affect the relationship between Harmony,
Instrument, and ClsListen and classical ratings. This is probably because if the participant deem
himself as a musician, he may consider himself having more domain knowledge in music field. And
distinguish Harmony Motion and Instrument correctly needs strong domain knowledge in music
field. Especially for classical music, the rules are much more complicated than popular music and it
needs professional knowledge about music. In addition, as the ClsListen variable represents for how
much does the participant listen to classical music, the relationship between ClsListen and classical
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ratings will be definitely affected whether the participant is a musician or not. For those people
who deem themselves as musicians, they usually listen to much classical music. This would cause a
stronger connection between classical ratings and CLsListen. So to conclude, there is a difference
in the way that musicians and non-musicians identify classical music.

Finally, when we check the result of question 3 in Figure 6 and Figure 7, we can see that
four more variables are included in the final model of classical ratings compared to popular ratings.
They are Selfdeclare, OMSI, X16.minus.17, and ClsListen. The reason why the final classical ratings
model contains more variables may be that classical music is usually considered more complicated
than popular music. In order to give ratings for classical music, people have to consider in multiple
perspectives.

If we dig into these four variables, the result seems coincide with our intuitive. First, Selfdeclare
represents for whether the participant consider himself as a musician or not. Usually, participant
who really knows the expertise of classical music would be very humble and courteous, so generally
they may give themselves lower ratings for Selfdeclare compared with their real ratings. That’s why
there is a negative relation between Selfdeclare and classical ratings. Secondly, OMSI represents
that Score on a test of musical knowledge. If people has more domain knowledge in classical music,
he will definitely get a higher score on OMSI. And people who have more domain knowledge in
classical music will tend to give higher classical ratings. That’s why there is a relatively strong
positive relationship between classical ratings and OMSI.

After that, X16.minus.17 seems also have an impact on classical ratings according to Figure 6
but the relationship may be mot very strong(coefficient:-0.12). This may because the score of
X16.minus.17 is based on auxiliary measure instead of direct measure. The result of this variable
may not be very convincing. Additionally, ClsListen has a relatively strong impact on classical
ratings(coefficient:0.35). This result is very intuitive because if the participants usually listen to
classical music quite often, then they are more likely to give higher classical ratings since they get
more exposed to classical music and have a deeper understanding of classical music.

On the other hand, popular music is simpler compared with classical music. So in the final
model there are only three design factors in the final model. And there are only random effects
on intercept and Instrument variables rather than intercept, Instrument, and Harmony in classical
ratings model. This represents that the coefficient for Harmony variable varies in group in classical
ratings model but fixed in popular ratings model. This is because for classical ratings, Harmony is
very complicated to distinguish and usually Harmony in classical music is more changeable than
Harmony in popular music.

Overall, our final models regarding classical ratings and popular ratings are based on many
variable selection process. The strength for this is that our final model only include a few variables
in our model, which makes our model more interpretable and less complex.

However, our model also has many drawbacks. One is that when choosing variables in our final
model, we use stepwise a lot of times. Although this could delete those variables which may be
not very correlated with our model mathematically. This may also delete many variables which are
very important in real life because some of the variables have their own meanings in real life and
it may not be an ideal way to delete them all.

Furthermore, as our data we use in this study is taken from Ivan Jimenez et al. (2012), the
information generally pertains to the years 2012. The information could be changing after almost
8 year passed. So the conclusion we get in this report may be convincing in 8 years ago, but may
not be very reasonable today.
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In our future research, we will consider not only choosing each variable mathematically but
also choosing it meaningfully. This would better help us understand the true relationship between
response variables and independent variables.

In conclusion, in this study we find out the relationship between classical ratings, popular ratings
and Harmony, Instrument, and Voice. We finally build two robust models to comprehensively show
the relationship between them. These two models can help us figure out how do these three design
factors affect classical ratings and popular ratings. In the future, we will try to learn more musical
knowledge to analyze our models in more musical ways to optimize our models.

References

Sheather, S.J. (2009), A Modern Approach to Regression with R. New York: Springer Science +
Business Media LLC.

Code Appendix

#packages

library(skimr)

library(MASS)

library(lme4)

library(arm)

library(RLRsim)

library(LMERConvenienceFunctions)

library(dplyr)

library(ggplot2)

#data overview and cleaning

rate <- read.csv("ratings.csv")

rate <- rate[,-1]

rate <- subset(rate,select = -c(X1stInstr,X2ndInstr,first12,ConsNotes,NoClass))

rate$OMSI <- scale(rate$OMSI,center = T,scale = T)

rate <- na.omit(rate)

skim(rate)

attach(rate)

#eda

boxplot(rate$Classical ~ rate$Harmony)

boxplot(rate$Classical ~ rate$Instrument)

boxplot(rate$Classical ~ rate$Voice)

boxplot(rate$Popular ~ rate$Harmony)

boxplot(rate$Popular ~ rate$Instrument)

boxplot(rate$Popular ~ rate$Voice)

#fit conventional line and using AIC and BIC to choose final model

conv_line <- lm(Classical ~ Instrument*Harmony*Voice, data = rate )
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aic_model <- stepAIC(conv_line,direction = "both")

bic_model <- stepAIC(conv_line,direction = "both",k=log(nrow(rate)))

anova(aic_model,bic_model)

summary(aic_model)

# the result shows that aic_model is better

#fit lmer line with random intercept

lmer_line <- lmer(Classical ~ Instrument + Harmony + Voice + Harmony:Voice + (1|Subject),

data = rate, control = lmerControl("bobyqa"),REML = FALSE)

summary(lmer_line)

# anova test

anova(lmer_line,aic_model)

lmer.1 <- lmer(Classical ~ 1 + Instrument + Harmony + Voice + Harmony:Voice +

(1 + Instrument|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.2 <- lmer(Classical ~ 1 + Instrument + Harmony + Voice + Harmony:Voice +

(1 + Voice|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.3 <- lmer(Classical ~ 1 + Instrument + Harmony + Voice + Harmony:Voice +

(1 + Harmony|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.4 <- lmer(Classical ~ 1 + Instrument + Harmony + Voice + Harmony:Voice +

(1 + Instrument + Harmony|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.5 <- lmer(Classical ~ 1 + Instrument + Harmony + Voice + Harmony:Voice +

(1 + Instrument + Voice|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.6 <- lmer(Classical ~ 1 + Instrument + Harmony + Voice + Harmony:Voice +

(1 + Voice + Harmony|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.7 <- lmer(Classical ~ 1 + Instrument + Harmony + Voice + Harmony:Voice +

(1 + Instrument + Harmony + Voice|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

# implement the anova test

anova(lmer_line, lmer.1, lmer.2, lmer.3, lmer.4, lmer.5, lmer.6, lmer.7)

# translate the numerical column into categorical

rate$CollegeMusic <- as.factor(rate$CollegeMusic)

rate$APTheory <- as.factor(rate$APTheory)

str(rate)

fixed_line <- lm(Classical ~ . - Popular - Subject, data = rate)
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# choose fixed variables by using stepAIC

stepAIC(fixed_line, direction = "both")

# fitlmer for classical rating

lmer_classical <- lmer(formula = Classical ~ Harmony + Instrument + Voice + Selfdeclare +

OMSI + X16.minus.17 + ConsInstr + Instr.minus.Notes + PachListen + ClsListen + KnowRob + X1990s2000s.minus.1960s1970s + CollegeMusic + Composing + PianoPlay + (1|Subject) + (0 + Instrument|Subject) + (0 + Harmony|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"), data = rate)

fitLMER.fnc(lmer_classical,ran.effects = c("(Selfdeclare|Subject)","(OMSI|Subject)","(X16.minus.17|Subject)","(ConsInstr|Subject)","(Instr.minus.Notes|Subject)","(PachListen|Subject)","(ClsListen|Subject)","(KnowRob|Subject)","(X1990s2000s.minus.1960s1970s|Subject)","(CollegeMusic|Subject)","(Composing|Subject)","(PianoPlay|Subject)"),method = "llrt")

#summary of classical rating model

lmer_classical <- lmer(Classical ~ -1 + Voice + Harmony + Instrument + Selfdeclare + OMSI +

X16.minus.17 + ClsListen + (1 | Subject) + (0 + Instrument |

Subject) + (0 + Harmony | Subject),optimizer = "bobyqa")

summary(lmer_classical)

# anova test for including KnowAxis and KnowRob

lmer_KnowRob <- lmer(Classical ~ Voice + Harmony + Instrument + Selfdeclare + OMSI +

X16.minus.17 + ClsListen + KnowRob + (1 | Subject) + (0 + Instrument |

Subject) + (0 + Harmony | Subject),optimizer = "bobyqa")

lmer_KnowAxis <- lmer(Classical ~ Voice + Harmony + Instrument + Selfdeclare + OMSI +

X16.minus.17 + ClsListen + KnowAxis + (1 | Subject) + (0 + Instrument |

Subject) + (0 + Harmony | Subject),optimizer = "bobyqa")

lmer_both <- lmer(Classical ~ Voice + Harmony + Instrument + Selfdeclare + OMSI +

X16.minus.17 + ClsListen + KnowRob + KnowAxis + (1 | Subject) + (0 + Instrument |

Subject) + (0 + Harmony | Subject),optimizer = "bobyqa")

anova(lmer_classical,lmer_KnowRob)

anova(lmer_classical,lmer_KnowAxis)

anova(lmer_classical,lmer_both)

#dicotomization

rate_new <- rate

rate_new$musician <- 0

rate_new$musician[which(rate_new$Selfdeclare >= 2)] <- 1

rate_new$musician <- as.factor(rate_new$musician)

summary(aov(Classical ~ musician*(Harmony + Instrument + Voice + OMSI +

X16.minus.17 + ClsListen),data = rate_new))

rate_new <- rate
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rate_new$musician <- 0

rate_new$musician[which(rate_new$Selfdeclare >= 3)] <- 1

rate_new$musician <- as.factor(rate_new$musician)

summary(aov(Classical ~ musician*(Harmony + Instrument + Voice + OMSI +

X16.minus.17 + ClsListen),data = rate_new))

rate_new <- rate

rate_new$musician <- 0

rate_new$musician[which(rate_new$Selfdeclare >= 4)] <- 1

rate_new$musician <- as.factor(rate_new$musician)

summary(aov(Classical ~ musician*(Harmony + Instrument + Voice + OMSI +

X16.minus.17 + ClsListen),data = rate_new))

rate_new <- rate

rate_new$musician <- 0

rate_new$musician[which(rate_new$Selfdeclare >= 5)] <- 1

rate_new$musician <- as.factor(rate_new$musician)

summary(aov(Classical ~ musician*(Harmony + Instrument + Voice + OMSI +

X16.minus.17 + ClsListen),data = rate_new))

# follows is the way we use similar method to deal with popular ratings

conv_line <- lm(Popular ~ Instrument*Harmony*Voice, data = rate)

aic_model <- stepAIC(conv_line,direction = "both")

bic_model <- stepAIC(conv_line,direction = "both",k=log(nrow(rate)))

anova(aic_model,bic_model)

summary(aic_model)

#fit lmer with random intercept

lmer_line <- lmer(Popular ~ Instrument + Harmony + Voice + (1|Subject),

data = rate, control = lmerControl("bobyqa"),REML = FALSE)

anova(lmer_line,aic_model)

lmer.1 <- lmer(Popular ~ 1 + Instrument + Harmony + Voice +

(1 + Instrument|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.2 <- lmer(Popular ~ 1 + Instrument + Harmony + Voice +

(1 + Voice|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.3 <- lmer(Popular ~ 1 + Instrument + Harmony + Voice +

(1 + Harmony|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.4 <- lmer(Popular ~ 1 + Instrument + Harmony + Voice +
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(1 + Instrument + Harmony|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.5 <- lmer(Popular ~ 1 + Instrument + Harmony + Voice +

(1 + Instrument + Voice|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.6 <- lmer(Popular ~ 1 + Instrument + Harmony + Voice +

(1 + Voice + Harmony|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

lmer.7 <- lmer(Popular ~ 1 + Instrument + Harmony + Voice +

(1 + Instrument + Harmony + Voice|Subject),REML = F, control = lmerControl(optimizer = "bobyqa"),

data = rate)

# implement the anova test

anova(lmer_line, lmer.1, lmer.2, lmer.3, lmer.4, lmer.5, lmer.6, lmer.7)

fixed_line <- lm(Popular ~ . - Classical - Subject, data = rate)

# choose fixed variables by using stepAIC

stepAIC(fixed_line, direction = "both")

lmer_Popular <- lmer(formula = Popular ~ Harmony + Instrument + Voice + Selfdeclare + X16.minus.17 + OMSI +

ConsInstr + Instr.minus.Notes + PachListen + ClsListen +

KnowRob + X1990s2000s + X1990s2000s.minus.1960s1970s + CollegeMusic +

APTheory + Composing + GuitarPlay + (1|Subject) + (0 + Instrument|Subject) + (0 + Harmony), REML = F, control = lmerControl(optimizer = "bobyqa"), data = rate)

fitLMER.fnc(lmer_Popular,ran.effects = c("(X16.minus.17|Subject)", "(ConsInstr)","(Instr.minus.Notes)","(PachListen|Subject)","(ClsListen|Subject)","(KnowRob|Subject)","(X1990s2000s|Subject)","(X1990s2000s.minus.1960s1970s|Subject)","(CollegeMusic|Subject)",

"(APTheory|Subject)","(Composing|Subject)"),

method = "llrt")

summary(lmer(Popular ~ Harmony + Instrument + Voice + (1 | Subject) + (0 + Instrument | Subject)),control = lmerControl(optimizer = "bobyqa"))
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