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Abstract

The purpose of this study is to investigate how characteristics of music -
instrument, harmony, voice - and audiences’ personal preferences or expe-
riences of music affect whether the music sounds classical or popular. We
examine data from Jimenez et al.(2015), mainly by performing linear mixed
effects models. We find statistically significant evidence that instrument
plays the most significant role in how the music sounds classical. We also
find that musicians tend to find the sound less classical than non-musicians
do, depending on their musical “traits.” Lastly, we find that attributes of
music and audiences’ musical preference and experiences play different roles
in terms of whether the music sound classical or popular.

1. Introduction

Music has always been an indispensable part of our daily lives, as it plays
a role not just as a form of entertainment, but also as a means of expressing
emotions and conveying messages. Its “versatility” comes from the fact that
it consists of various kinds of genres. From classical music to hip-hop, music
encompasses audiences of all generations. By combining sounds of different
instruments, harmonies, and voices, different kinds of music are generated.

However, such fact raises an intriguing question; what characteristics of
music make people to differentiate music by genre? For instance, when given
a piece of music, some people identify it as a country music, while others hear
it as a popular music. Some claim that instruments played defines the genre
of the song, while others claim that harmony is the significant factor. To



explore such nature of music, we compare and examine audiences’ responses
to music of two genres that are often recognized to be very different, classical
and popular music. Specifically, based on the ratings given by audiences on
two different scales, we will address the following questions:

• What experimental factor or combinations of factors - instrument, har-
monic motion, and voice leading - has the strongest influence on clas-
sical ratings?

• Are there differences in the way that musicians and non-musicians iden-
tify classical music?

• Are there differences in the things that drive classical, vs. popular,
ratings?

Regarding experimental factors, we investigate in depth on whether in-
strument has the strongest influence among all three factors and whether
harmonic motion of I-V-vi and voice leading of contrary motion have a par-
ticularly strong association with classical ratings.

2. Methods

The data used is from Jimenez et al.(2015). The data was collected by
conducting a designed experiment intended to measure the influence of in-
strument, harmonic motion, and voice leading on listeners’ identification of
music as “classical” or “popular.” They presented 36 musical stimuli to 70
participants and asked the participants to rate the music on two different
scales:

• How classical does the music sound
(1 to 10, 1 = not at all, 10 = very classical sounding)

• How popular does the music sound
(1 to 10, 1 = not at all, 10 = very popular sounding)

Participants were told that a piece could be rated as both classical and
popular, neither classical nor popular, or mostly classical and not popular
(or vice versa), so that the scales should have functioned more or less inde-
pendently.

The 36 stimuli were chosen by completely crossing these factors:
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• Instrument: String Quartet, Piano, Electric Guitar

• Harmonic Motion: I-V-vi, I-VI-V, I-V-IV, IV-I-V

• Voice Leading: Contrary Motion, Parallel 3rds, Parallel 5ths

Beside the variables discussed above, data used is represented in the vari-
ables illustrated in Figure 1.

For the given data, we perform several data cleaning methods. We remove
variables “first12,” “X,”“X1stInstr” and “X2ndInstr,” which are not used in
the analysis or have a lot of missing values. As many other variables also
have missing values, we first simply remove observations that have missing
values in “Classical” or “Popular,” as they are used as response variables
for linear models in analysis and only few missing values exist. Then, we
perform random forest imputation as it effectively deals with missing values
in both continuous and categorical variables using simple codes.1

There are also “mistyped” values in the data. Variable “ConsInstr,”
which was measured in discrete numbers from 0 to 5, has values with decimal
places. Thus, we round up the decimals and recalculate “Instr.minus.Notes.”
Furthermore, for the analysis, we dichotomize variable “Selfdeclare” such
that it can be expressed as a binary variable.

For the analysis, based on the exploratory data analysis2, we construct
statistically significant linear mixed effects models. For each research ques-
tion, we construct linear mixed effects model with different response and
predictor variables that fully explains the research question. We select vari-
ables based on our intuition on the data and variable selection methods based
on AIC, log-likelihood ratio test, and ANOVA test.3

1Appx : 6.9
2Appx : 6.1
3Appx : 6.2-6.8
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Figure 1: Variables in the dataset

4



3. Results

3.1. Influence of instrument, harmonic motion, and voice leading on classical
ratings

Figure 2: Fixed Effect of Linear Mixed Effects Model I

Figure 3: Fixed Effect of Linear Mixed Effects Model I (No-Intercept : Instrument)

Figure 4: Fixed Effect of Linear Mixed Effects Model I (No-Intercept : Harmony)

Figure 5: Fixed Effect of Linear Mixed Effects Model I (No-Intercept : Voice)
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We examined what experimental factors, or combination of factors, have
the strongest influence on classical ratings by constructing linear mixed ef-
fects model.4 Illustrated in Figure 2, 3, and 4, the results indicate that there
are statistically significant association between all levels of Instrument, Har-
mony, Voice and classical ratings. We see from the coefficients of Instrument,
Harmony, and Voice, shown in Figure 2, that Instrument has the largest aver-
age effect size on classical ratings. Among instruments, string has the largest
positive effect on classical ratings in expectation.

From Figure 4, comparing coefficients of each level in Harmony, we see
that I-V-vi has the strongest association with classical ratings; result in Fig-
ure 2 also indicates that there is a statistically significant difference in be-
tween the average effect size of I-V-vi and the I-IV-V, the baseline of Har-
mony. Also, looking at the interaction term of Harmony with KnowRob
and KnowAxis, we find statistically significant evidence that association be-
tween I-V-Vi and classical ratings differs in positive direction by KnowRob.
However, we do not find any statistical evidence that association between
Harmony and classical ratings differs in terms of KnowAxis.

From Figure 5, we see that contrary motion has the largest coefficient
size among other levels. However, result in Figure 2 shows that there is no
statistically significant difference in between the average effect of each level of
Voice on classical ratings, which suggests that there is no statistical evidence
of contrary motion having the strongest association with classical ratings.

4Appx : 6.2-6.4
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3.2. Differences in the way musicians and non-musicians identify classical
music

Figure 6: Fixed Effect in Linear Mixed Effects Model II

We examined if there are any differences in the way that musicians and
non-musicians identify classical music, by constructing another linear mixed
effects model.5 From Figure 6, we see that Selfdeclare has statistically signif-
icant negative association with classical ratings; a unit increase in Selfdeclare
is associated with decrease in classical ratings by approximately 1.6 unit.

We also see that interaction terms of Selfdeclare with ClsListen and Gui-
tarPlay have statistically significant association with classical ratings; former
term has positive association, while latter term has negative association with
classical ratings. Furthermore, we find that there is a statistically significant

5Appx : 6.5-6.6
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difference in the average effect size on classical ratings between interaction
term of Selfdeclare and Harmony I-V-vi, and its baseline, Selfdeclare and
I-IV-V.
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3.3. Difference in factors that drive classical, vs. popular, ratings

Figure 7: Fixed Effect in Linear Mixed Effects Model III

We examined if there are any differences in the things that drive classical
or popular ratings by constructing and comparing two similar linear mixed
effects models that explain classical ratings or popular ratings well.6 Com-
paring Figure 6 and 7, we found many differences in directions of average
effects of same variables in both models. For instance, we see that guitar
and all levels of voice leading have relatively the strongest average effect on
popular ratings. Also, we find that GuitarPlay, which is statistically signifi-
cant in both models, have different average effect sizes and directions.

Regarding variables that are not used in both models, we find that KnowRob
and PachListen have statistically significant association with popular ratings.
In terms of Selfdeclare and its interaction term, we observe that its interac-
tion with ClsLiten and GuitarPlay have statistically significant association
with classical ratings, while its interaction with Composing have significant
association with popular ratings.

6Appx : 6.7-6.8
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4. Discussion

We examined the given data to explore and examine the relationship be-
tween the characteristics of music and ratings that 60 participants had given
on two different scales, Classical or Popular. We first found that three main
experimental factors, instrument, harmony, and voice play significant roles
when listeners rate the music. As discussed in the Result section, we found
that instrument exerts the strongest influence, among the three experimen-
tal factors, on classical ratings. Such result is somewhat expected as many
classical music consists of instrument sounds only.

We also observed that there is a statistically significant evidence that
music played by string quartet or piano is likely to receive higher score as
a classical sounding than music played by guitar. As many classical music
indeed tends to have string or piano sounds, it is not surprising that many
participants tend to think music played with such instruments as a classic
music.

Among levels of harmonic motion, we found that I-V-vi itself not only has
a significant association with classical ratings, but it also has significant asso-
ciation in terms of participants’ familiarity with Rob Paravonian’s Pachelbel
Rant. Such result suggests that I-V-vi may have been used frequently in
famous classical music or in Pachelbel Rant. Among levels of voice leading,
we did not find any statistical evidence that contrary motion has notable
association with classical ratings. Such result may be due to the fact that
voice itself is not often used in classical music.

We investigated the differences in the way musicians and non-musicians
identify classical music. We found that musicians tend to give lower scores
on classical ratings. But we also see that musicians who frequently listens
to classical music tend to give relatively higher scores, while those who play
guitar tend to much lower scores. Such fact suggests that for musicians, those
who may have more musical knowledge and experience than non-musicians
do, their musical preference or experience affect their decisions on how the
music sounds. Furthermore, we find that musicians tend to give higher scores
on classical ratings when the music has harmonic motion of I-V-vi. This again
strongly suggests that there is a strong association with I-V-vi and classical
soundings.
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Lastly, we examined the differences in factors that may affect listeners’
tendency to give scores on classical or popular ratings. Among many differ-
ences, one noticeable result was the difference in the influence of instrument
and voice on each rating. Unlike for classical ratings, music with guitar
sounds or voice tends to receive higher scores on popular ratings. It was also
expected as they are more frequently used in popular music than in classical
music.

In terms of other factors, we observed that listeners who can play guitar
tends to give higher scores on classical ratings and lower scores on popular
ratings. It was surprising in that we intuitively thought that listeners’ expe-
riences with guitar would lead them to give higher score on popular ratings
and low score on classical ratings. One possible reasoning is that since they
know “well” about guitar, they eventually know more about popular music.
Thus, they either have better abilities to distinguish classical sounding from
popular music or tend to be more analytical with popular soundings, which
eventually led them to carefully evaluate the music piece and give moderate
rates.

Another noteworthy result was about factors that drive classical or pop-
ular ratings from musicians. We first see that musicians tend to give lower
scores on both classical and popular ratings, which can also be explained by
the reasoning mentioned right above. For popular ratings, we found that
musicians who have experience in composing tend to give relatively higher
scores. Compared to the result discussed in fourth paragraph, we see differ-
ent aspects of musical experience have different influence on musicians.

For future research, we believe that data with more variables that mea-
sures individual musical experience or preference should be collected, as we
have found some variability in the influence of musical factors over each sub-
ject. Data with more variables would give more guidance on how musical
experience and preference of listeners shape how they perceive the sounding.
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6. Appendix

6.1. Exploratory Data Analysis

Figure 8: Correlation Heatmap of Numerical Variables
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6.2. How Linear Mixed Effects Model I was Constructed

We examined three main experimental factors using both conventional
linear models and analysis of variance test. Considering all possible combi-
nation of variables, using stepwise backward AIC variable selection method,
the model with Instrument, Harmony, Voice, and interaction of Harmony
and Voice appeared to explain the Classical well, as shown by the ANOVA
test result.

Figure 9: ANOVA Test Result 1

We also used ANOVA test to see whether the random intercept is needed
in the model. The test result implies that there is a statistically significant
evidence that the model with random intercept fits better to the data.

Figure 10: ANOVA Test Result 2

We tried to find the best combination of random effect terms by utilizing
lmerTest package and performing backward elimination of random effects.
The best model we found was the same model with random effects of (In-
strument—Subject) and (Harmony—Subject), but not (1—Subject).
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As our research question involved possible interaction between KnowRob,KnowAxis,
and Harmony, we included interaction terms. The formula for final model is
presented below. Summary of the full model is also shown below.

Figure 11: Linear Mixed Effects Model I Formula(R)
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Figure 12: Linear Mixed Effects Model I
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6.3. Diagnostic Plot of Linear Mixed Effects Model I

Figure 13: Conditional Residuals Plot - Model I
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Figure 14: Normal Q-Q Plot of Conditional Residuals - Model I

We see that conditional residuals are scattered randomly about zero.
Also, we do not see any serious normality issue in Normal Q-Q plot.
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6.4. Focusing on Fixed Effects

Investigating the influence of all levels of Instrument, Harmony, and Voice,
we focused only on interpreting fixed effects. For this study, variance com-
ponents were used mainly to construct linear models that better explain
classical or popular ratings, by taking variability in the influence of instru-
ments and harmonic motion over each subject into account. However, as we
were focused on finding “general” trend, we did not feel the necessity to look
closely into random effects. Also, in terms of variances and standard devia-
tions shown in the results, we did not find any abnormal trend that requires
interpretation. It is very obvious that there is some variability among each
subject, as each subject has different “tendency” to perceive the sound. Con-
sidering such fact and looking at the results, we did not find any particular
factor that has unusual variability.

6.5. How Linear Mixed Effects Model II was Constructed

Basaed on the linear mixed effects model I, for fixed effects, we first se-
lected variables that we thought could help predict classical ratings well.
Running stepwise AIC variable selection in backward direction, we found
that all the variables that we selected were suitable for model, except the
KnowRob, NoClass, KnowAxis,Selfdeclare, Instr.minus.Notes, and PianoPlay.
Since Selfdeclare is necessary for our research, we did not remove the vari-
able. For rest of un-selected variables, we thought that remaining variables
still gave us good interpretation in terms of music, so we excluded them from
the model.

We then added random effects of three experimental factors to the model
with fixed-effect-only model. Utilizing random effect variable selection in
lmerTest, we found that random effects of Instrument and Harmony lead to
an improvement; ANOVA test below also proves the point.
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Figure 15: ANOVA Test Result 3

For research purpose, we added interaction of Selfdeclare and all variables
in the model. Then, we ran variable selection method utilizing lmerTest
(can be used to test either fixed-effect or random-effect) on both random-
effects and fixed-effects. For fixed effects that were not interaction terms
and were not selected in variable-selection method, we did not remove them
from the model. For interaction terms, we found that selected ones were
Harmony:Selfdeclare, ClsListen:Selfdeclare, and GuitarPlay:Selfdeclare. We
decided to keep them in the model, and remove interaction terms that were
not selected.

Figure 16: Linear Mixed Effects Model II Formula(R)
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Figure 17: Linear Mixed Effects Model II
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6.6. Diagnostic Plot of Linear Mixed Effects Model II

Figure 18: Conditional Residuals Plot - Model II
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Figure 19: Normal Q-Q Plot of Conditional Residuals - Model II

We see that conditional residuals are scattered randomly about zero.
Also, we do not see any serious normality issue in Normal Q-Q plot, ex-
cept both tails have few outliers.

6.7. How Linear Mixed Effects Model III was Constructed

We examined three main experimental factors using both conventional
linear models and analysis of variance test. Considering all possible combina-
tion of variables, the model with Instrument, Harmony, and Voice appeared
to explain the Popular well. So we did not include any interaction terms.

Based on the findings, for fixed effects, we first selected variables that
we thought could help predict Popular ratings well. Then, utilizing package
olssr, which lets us run stepwise AIC variable selection in backward direc-
tions, we found that all the variables that we selected were suitable for model,
except the NoClass, Instr.minus.Notes, OMSI, Voice, and PianoPlay. Since
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Voice is necessary for our research, we did not remove the variable. For rest
of un-selected variables, We thought that remaining variables still gave us
good interpretation in terms of music, so we excluded them from the model.

We wanted to see if the interaction of Selfdeclare and other predictor
variables play significant role in terms of popular ratings. Similar to the ap-
proach discussed in Appx 6.5, we found that interaction of Selfdeclare and
Composing improves the model and has statistically significant association
with Popular.

We focused on random effects of three main factors, Voice, Harmony, and
Instrument. Thus we added random effect of those factors to the fixed-effect-
only model and performed random effect term selection based on likelihood
ratio test, utilizing package lmerTest. We found that random effect of Har-
mony and Instrument improved the model. ANOVA test result below shows
that adding a random effect term of Instrument and Harmony indeed leads
to an improvement in the model. We did not include random effect of other
factors as we did not feel the necessity of them based on the goal of the study
and the given data; also, automatic method suggests the same.

Figure 20: ANOVA Test Result 4

Figure 21: Linear Mixed Effects Model III Formula(R)
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Figure 22: Linear Mixed Effects Model III
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6.8. Diagnostic Plot of Linear Mixed Effects Model III

Figure 23: Conditional Residuals Plot - Model III

26



Figure 24: Normal Q-Q Plot of Conditional Residuals - Model III

We see that conditional residuals are scattered randomly about zero.
Also, we do not see any serious normality issue in Normal Q-Q plot, ex-
cept both tails have outliers and left tail is skewed in some extent.
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6.9 Code Appendix
Justin Kim
11/26/2019

Data Cleaning/Missing Value Imputation

#remove columns not used in analysis
dat$X <- NULL
dat$first12 <- NULL

#These two columns contained so many NAs.Also, those variables did not seem
#necessary for modeling.
dat$X1stInstr <- NULL
dat$X2ndInstr <- NULL

#Rather than imputation, we simply remove missing response variables;
#relatively few NAs are in those variables
dat <- dat[is.na(dat$Classical) == FALSE,]
dat <- dat[is.na(dat$Popular) == FALSE,]
dat$Subject <- factor(dat$Subject)

#ConsInstr is not supposed to have decimal numbers.
#But since they do, we round up the decimals and calculate
#Instr.minus.Notes again
dat$ConsInstr <- round(dat$ConsInstr, 0)
for (i in 1:length(dat$ConsInstr)){

if (is.na(dat$ConsNotes[i]) == FALSE){
dat$Instr.minus.Notes[i] <- dat$ConsInstr[i] - dat$ConsNotes[i]

}
else{

dat$Instr.minus.Notes[i] <- NA
}

}

dat$ConsInstr <- factor(dat$ConsInstr)
dat$ConsNotes <- factor(dat$ConsNotes)
dat$KnowAxis <- factor(dat$KnowAxis)
dat$KnowRob <- factor(dat$KnowRob)
dat$X1990s2000s.minus.1960s1970s <- factor(dat$X1990s2000s.minus.1960s1970s)
dat$PachListen <- factor(dat$PachListen)
dat$ClsListen <- factor(dat$ClsListen)
dat$X1990s2000s <- factor(dat$X1990s2000s)
dat$CollegeMusic <- factor(dat$CollegeMusic)
dat$APTheory <- factor(dat$APTheory)
dat$Composing <- factor(dat$Composing)

set.seed(1234)
datt <- missForest(dat[,2:24], verbose = TRUE)
datt <- datt$ximp
datt <- cbind(dat$Subject, datt)
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colnames(datt)[1] <- "Subject"

rm(dat)
dat <- datt
rm(datt)
dat$Selfdeclare[dat$Selfdeclare %in% c(1,2)] <- 0
dat$Selfdeclare[dat$Selfdeclare %in% c(3,4,5,6)] <- 1

dat$Selfdeclare <- factor(dat$Selfdeclare)

Correlation Heatmap

dat$PachListen <- unfactor(dat$PachListen)
dat$ClsListen <- unfactor(dat$ClsListen)
dat$X1990s2000s <- unfactor(dat$X1990s2000s)
dat$CollegeMusic <- unfactor(dat$CollegeMusic)
dat$APTheory <- unfactor(dat$APTheory)
dat$Composing <- unfactor(dat$Composing)
dat$ConsInstr <- unfactor(dat$ConsInstr)
dat$ConsNotes <- unfactor(dat$ConsNotes)
dat$KnowAxis <- unfactor(dat$KnowAxis)
dat$KnowRob <- unfactor(dat$KnowRob)
dat$X1990s2000s.minus.1960s1970s <- unfactor(dat$X1990s2000s.minus.1960s1970s)
dat$Selfdeclare <- unfactor(dat$Selfdeclare)

nums <- unlist(lapply(dat, is.numeric))
dat_n <- dat[,nums]
cormat <- round(cor(dat_n),2)
melted_cormat <- melt(cormat)

get_upper_tri <- function(cormat) {
cormat[lower.tri(cormat)] <- NA
return(cormat)

}

upper_tri <- get_upper_tri(cormat)
melted_cormat <- melt(upper_tri, na.rm = TRUE)

ggplot(data = melted_cormat, aes(Var2, Var1, fill = value)) +
geom_tile(color = "white") +
scale_fill_gradient2(

low = "blue",
high = "red",
mid = "white",
midpoint = 0,
limit = c(-1, 1),
space = "Lab",
name = "Pearson\nCorrelation"

) +
theme_minimal() +
theme(axis.text.x = element_text(

angle = 45,
vjust = 1,
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size = 6,
hjust = 1

)) +
coord_fixed()

#ggsave("heatmap", plot=last_plot(), device = "png")

dat$Selfdeclare <- factor(dat$Selfdeclare)

Linear Mixed Effects Model I

lm.0 <- lm(Classical ~ (Harmony+Instrument+Voice)^2, data = dat)

olsrr::ols_step_backward_aic(lm.0)

lm.0 <- lm(Classical~Harmony+Instrument+Voice, data = dat)

lm.1 <- lm(Classical ~Instrument+ Harmony*Voice , data = dat)

anova(lm.0,lm.1)

summary(lm.1)

lmer.1 <- lmer(Classical~Instrument+Harmony*Voice+(1|Subject), data= dat, REML = FALSE)

anova(lmer.1,lm.1)

lmer.2 <- lmer(Classical~Instrument+Harmony*Voice+ (Instrument|Subject)+(Harmony|Subject), data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))
formula(lmer.2)
anova(lmer.1,lmer.2)

lmer.3 <- lmer(Classical~Instrument+Harmony*Voice+Harmony*KnowRob+Harmony*KnowAxis+(Instrument|Subject)+(Harmony|Subject), data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))

# step_result <- step(lmer.3, reduce.fixed = TRUE, reduce.random = FALSE)
# lmer.3 <- get_model(step_result)
#
formula(lmer.3)

summary(lmer.3)

# lmer.3i <- lmer(Classical~Instrument-1+Harmony*Voice+Harmony*KnowRob+Harmony*KnowAxis+ (Instrument-1|Subject)+(Harmony|Subject), data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))
#
# lmer.3v <- lmer(Classical~0+Voice+Instrument+Harmony:Voice+Harmony+Harmony*KnowRob+Harmony*KnowAxis+(Instrument|Subject)+(Harmony|Subject), data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))
#
# lmer.3h <- lmer(Classical~0+Harmony+Instrument+Harmony:Voice+Voice+Harmony*KnowRob+Harmony*KnowAxis+(Instrument|Subject)+(Harmony|Subject), data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))
#
#
# summary(lmer.3i)
# summary(lmer.3v)
# summary(lmer.3h)

source("residual-functions.r")
resid.cond <- r.cond(lmer.3)
fit.cond <- yhat.cond(lmer.3)
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attach(dat)
index <- 1:dim(dat)[1]

new.data <- data.frame(index,resid.cond,Subject)
names(new.data) <- c("index","resid.cond","Subject")
ggplot(new.data,aes(x=index,y=resid.cond)) +

facet_wrap( ~ Subject, as.table=F) +
geom_point(pch=1,color="Blue") +

geom_hline(yintercept=0)

{qqnorm(resid.cond)
qqline(resid.cond)}

ggsave("rplot.png", plot=last_plot(), device = "png")

Linear Mixed Effects Model II

lm.2 <- lm(Classical~Instrument+Harmony*Voice+Composing+X16.minus.17+Selfdeclare +
ClsListen + APTheory + ConsInstr + ConsNotes + Instr.minus.Notes + X1990s2000s +
NoClass+ GuitarPlay + PianoPlay+KnowRob+KnowAxis, data= dat)

olsrr::ols_step_backward_aic(lm.2)

lm.2 <- lm(Classical~Instrument+Harmony*Voice+Composing+X16.minus.17+Selfdeclare
+ ClsListen + APTheory + ConsInstr + ConsNotes + X1990s2000s +GuitarPlay, data= dat)

lmer.22 <- lmer(Classical~Instrument+Harmony*Voice+Composing+X16.minus.17+
Selfdeclare + ClsListen + APTheory + ConsInstr + ConsNotes +
X1990s2000s +GuitarPlay+(Harmony|Subject)+(Instrument|Subject),

data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))

lmer.4 <- lmer(Classical~Instrument+Harmony*Voice+Composing+X16.minus.17+
Selfdeclare+ClsListen + APTheory + ConsInstr + ConsNotes +
X1990s2000s +GuitarPlay+Instrument:Selfdeclare + Harmony:Selfdeclare+Voice:Selfdeclare

+Composing:Selfdeclare+X16.minus.17:Selfdeclare+
ClsListen:Selfdeclare+APTheory:Selfdeclare+ConsInstr:Selfdeclare+ConsNotes:Selfdeclare+
X1990s2000s:Selfdeclare+GuitarPlay:Selfdeclare+(Harmony|Subject)+(Instrument|Subject),

data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))

# step_result <- step(lmer.3, reduce.fixed = TRUE, reduce.random = FALSE)
# lmer.3 <- get_model(step_result)
#
# formula(lmer.3)
lmer.4f <- lm(Classical~Instrument+Harmony*Voice+Composing+X16.minus.1

+Selfdeclare+ClsListen + APTheory + ConsInstr + ConsNotes
+ X1990s2000s+GuitarPlay+Harmony:Selfdeclare+ClsListen:Selfdeclare+

GuitarPlay:Selfdeclare, data= dat)

lmer.4 <- lmer(Classical~Instrument+Harmony*Voice+Composing+X16.minus.17+
Selfdeclare+ClsListen + APTheory + ConsInstr + ConsNotes + X1990s2000s+
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GuitarPlay+Harmony:Selfdeclare+ClsListen:Selfdeclare+GuitarPlay:Selfdeclare+
(Harmony|Subject)+(Instrument|Subject), data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))

anova(lmer.4,lmer.4f)

formula(lmer.4)

summary(lmer.4)

resid.cond <- r.cond(lmer.4)
fit.cond <- yhat.cond(lmer.4)

attach(dat)
index <- 1:dim(dat)[1]

new.data <- data.frame(index,resid.cond,Subject)
names(new.data) <- c("index","resid.cond","Subject")
ggplot(new.data,aes(x=index,y=resid.cond)) +

facet_wrap( ~ Subject, as.table=F) +
geom_point(pch=1,color="Blue") +

geom_hline(yintercept=0)

ggsave("rplot2.png", plot=last_plot(), device = "png")

{qqnorm(resid.cond)
qqline(resid.cond)}

ggsave("rplot.png", plot=last_plot(), device = "png")

detach(dat)

Linear Mixed Effects Model III

lm.00 <- lm(Popular ~ (Harmony+Instrument+Voice)^2, data = dat)

olsrr::ols_step_backward_aic(lm.00)

lm.11<- lm(Popular ~Instrument+ Harmony+Voice, data = dat)

lmer.11 <- lmer(Popular~Instrument+Harmony+Voice+(1|Subject), data= dat, REML = FALSE)

anova(lmer.11,lm.11)

lmer.22<- lmer(Popular~Instrument+Harmony+Voice+(Instrument|Subject)+
(Harmony|Subject), data= dat, REML = FALSE,

control = lmerControl(optimizer = 'bobyqa'))

formula(lmer.22)
anova(lmer.11,lmer.22)

summary(lmer.22)
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lm.22 <- lm(Popular~Instrument+Harmony+Voice+Composing+X16.minus.17+
Selfdeclare + PachListen + OMSI + APTheory + ConsInstr +
ConsNotes + Instr.minus.Notes + X1990s2000s + NoClass+
GuitarPlay + PianoPlay+KnowRob+KnowAxis, data= dat)

olsrr::ols_step_backward_aic(lm.22)

lm.22 <- lm(Popular~Instrument+Harmony+Voice+Composing+X16.minus.17+Selfdeclare
+ PachListen + APTheory + ConsInstr + ConsNotes + X1990s2000s
+GuitarPlay+KnowRob+KnowAxis, data= dat)

summary(lm.22)

lmer.33 <- lmer(Popular~Instrument+Harmony+Voice+Composing+X16.minus.17
+Selfdeclare + PachListen + APTheory + ConsInstr +

ConsNotes + X1990s2000s+GuitarPlay+KnowRob+KnowAxis
+Selfdeclare:Composing+(Harmony|Subject)+(Instrument|Subject),
data= dat, REML = FALSE, control = lmerControl(optimizer = 'bobyqa'))

lm.333 <- lm(Popular~Instrument+Harmony+Voice+Composing+X16.minus.17+
Selfdeclare + PachListen + APTheory + ConsInstr + ConsNotes

+ X1990s2000s+GuitarPlay+KnowRob+KnowAxis+Selfdeclare:Composing, data= dat)

anova(lmer.33, lm.333)

summary(lmer.33)

formula(lmer.33)

resid.cond <- r.cond(lmer.33)
fit.cond <- yhat.cond(lmer.33)

attach(dat)
index <- 1:dim(dat)[1]

new.data <- data.frame(index,resid.cond,Subject)
names(new.data) <- c("index","resid.cond","Subject")
ggplot(new.data,aes(x=index,y=resid.cond)) +

facet_wrap( ~ Subject, as.table=F) +
geom_point(pch=1,color="Blue") +

geom_hline(yintercept=0)

ggsave("rplot3.png", plot=last_plot(), device = "png")

{qqnorm(resid.cond)
qqline(resid.cond)}

detach(dat)
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