
Jenny (Jae-Eun) Chang 

36763 Hw05 

 

1. The Three main experimental factors. 

a. When I regressed Classical against Instrument, Harmony, and Voice each separately, 

I found most of the variables to be significant at 0.05 significance level. 

 

For Instrument, I got: 
 

 
 

For Voice, I got: 

 

 
 

For Harmony, I got: 

 

 
 



To see whether every variable should be included in the model, I compared the model 

that had only two of the variable versus the model with all of the variables. 

 

First, I tried to see if including Harmony is better than not including it and, indeed, 

ANOVA indicates that the full model is better.  

 

 
 

 
 

Second, I tried to see if including Voice is better than not including it, and, indeed, 

ANOVA indicates that including it is better. 

 

 
 

 
 

Third, I tried to see if including Instrument is better than not including it, and, 

indeed, ANOVA indicates that including it is better. 

 

 
 



 
 

When I regressed all three together, I got: 

 

 
 

 

Then, using the full model, I analyzed the effects of each variable and each dummy 

variable for the different variables was significant at the 0.05 significance level. For 

Instrument, the classical rating scores for piano and string are higher than that of 

guitar by 1.374 and 3.133, respectively. For Harmony, the classical rating scores for 

I-IV-V progression, I-V-IV progression, and IV-I-V progression are all lower than 

that for I-V-vi by 0.769, 0.800, and 0.719, respectively. For Voice, the classical rating 

scores are lower for parallel 3
rd

 and parallel 5
th

 than that for contrary motion by 0.412 

and 0.371, respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

b.   

i.  For each student j, there are 36 ratings. So j ranges from 1 to 70 and i ranges 

from 1 to 36.   

 

 
 

ii. I will provide two methods to test whether the random intercept is needed in 

the model. First, I checked to see if there is a lot of variation in Classical 

among different Subjects by regressing Classical  against Subjects  and see if 

Subjects explain Classical well by running an ANOVA. And we find that it 

does – so a totally pooled model is not the best model to use. Also, I found 43 

of the coefficients for different subjects to be significant. 

 

 
 

As another test for whether I should pool the data or not, I will check how the 

coefficients are distributed.  

 
The Subject means look rather normal. So, it may be better to model them to 

have a normal distribution than a uniform distribution. 

 

 

 

 

 



 

 

iii.  

 
 

The coefficient estimates are not very different from our totally pooled model and all 

estimates have significantly large t-values. For Instrument, the classical rating scores for 

piano and string are higher than that of guitar by 1.377 and 3.132, respectively. For 

Harmony, the classical rating scores for I-IV-V progression, I-V-IV progression, and IV-I-V 

progression are all lower than that for I-V-vi by 0.771, 0.803, and 0.721, respectively. For 

Voice, the classical rating scores are lower for parallel 3
rd

 and parallel 5
th

 than that for 

contrary motion by 0.415 and 0.374, respectively.   

 

We also find the tau squared and sigma squared from equation (1bi) to be 1.702 and 3.581, 

respectively. Therefore, we find that different people do not vary too greatly (with a variance 

of 1.702). Classical ratings will vary by somewhat due to chance (variance is not too small). 

 

c.   

i.  I compare the model that has only one random effect for personal bias and the 

model that has all three new random effect terms by running ANOVA. And 

from ANOVA, I find that the model that has all three new random effects is 

significantly better. The AIC, BIC,  and DIC are all smaller by more than 2 for 

the model with the three new random effect terms than the model with only 

one random effect term.  

 



 
 

 

 

 

For the first model: 

 

 
For the model with three new random effects: 

 

 
 

I also confirm that the model with three new random effects is better than the 

pooled model by regressing the following model and getting significant 

interaction effects between Subject and each of Instrument, and Harmony. 

Also, the interaction between Subject and Voice has a p-value that is 

comparatively small. Therefore, we see that including the three new random 

effects will be better. 

 

  

Also, we are confirmed that estimates for the interactions between Subject 

and each of the Instrument, Harmony, and Voice come from an 

approximately normal distribution. 

 



 
ii.    

 
 

The coefficient estimates are not very different from our totally pooled model and all 

estimates have significantly large t-values. For Instrument, the classical rating scores for 

piano and string are higher than that of guitar by 1.364 and 3.128, respectively. For 

Harmony, the classical rating scores for I-IV-V progression, I-V-IV progression, and IV-I-V 

progression are all lower than that for I-V-vi by 0.771, 0.801, and 0.714, respectively. For 

Voice, the classical rating scores are lower for parallel 3
rd

 and parallel 5
th

 than that for 

contrary motion by 0.407 and 0.371, respectively.   

 

Random effect for Harmony for each subject has variance 0.443, random effect for Voice 

for each subject has variance 0.028, random effect for Instrument for each subject has 

variance 2.199, and variance for Classical is 2.438. Therefore, whether someone is more 

strongly biased against judging some music to be classical than another person depending on 

Harmony and Voice are not very large. However, one’s bias towards judging music to be 



classical depending on the type of instrument varies quite a bit for a person to person. 

Classical rating will vary by some degree due to chance by a variance of 2.438. 

  

iii.  

 

 

 

 
 

2. Individual Covariates 

a. For adding covariates, I considered adding the following variables in my model: 

OMSI, OMSI*Harmony, OMSI*Voice, Selfdeclare, X16.minus.17, Instrument 

*Instr.minus.Notes, Voice*Inst.minus.Notes, Harmony*Inst.minus.Notes, 

PachListen, ClsListen, KnowRob, and KnowAxis. The reasons I chose to include 

the variables above are: 

i. OMSI: How much musical knowledge one has may significantly affect one’s 

ability to distinguish voice leading and is more likely to know whether certain 

voice leading is more likely to occur in classical music versus popular music. 

Therefore, I include this variable along with two interaction terms: 

OMSI*Voice and OMSI*Harmony. This also is very much likely to be 

highly correlated with other variables included in our data such as 

CollegeMusic, NoClass, APTheory, Composing, PianoPlay, GuitarPlay, 

X1stInstr, and X2ndInstr. 

ii. Selfdeclare: This is a variable of interest to the person who ran the 

experiment. 

iii. X16.minus.17: If one scores higher on this measure then one is much more 

likely to be accurate on its rating. Therefore, this effect will most likely be a 

significant factor in our model. 

iv. Inst.minus.Notes: If one concentrates more on voice leading or instrument 

one may be more heavily influenced by Instrument or Voice. So interaction 

terms, Instrument*Instr.minus.Notes, Harmony*Instr.minus.Notes, and 

Voice*Instr.minus.Notes, should be included. 

v. PachListen: Knowing Pachelbel’s Cannon may influence someone to rate 

music with I-V-vi progression as classical, as predicted in one of the 

hypotheses by the professor. 

vi. ClsListen: People who listen to a lot of Classical music will be more able to 

identify some of the classical music that is played in the experiment. 

vii. X1990s200s: People who listen to a lot of popular music will be more able to 

identify some of the popular music that is played in the experiment. 

viii. KnowRob and KnowAxis: Knowing these two things may influence 

someone’s ability to identify certain voice leading in the musical pieces and 

convince someone to rate differently.  



ix. And if we regress Classical against all of the variables we get the outcome 

below and find that certain variables are not significant at 0.05 significance 

level: KnowRob, KnowAxis, OMSI*Voice, and Voice*Instr.minus.Notes.  

 

 
 

Therefore, I tried running the ANOVA to check whether the model that 

includes these four variables is better than not including them and including 

these variables does not make the model significantly better.  I also checked 

the AIC and BIC and they were much lower for the model without those 

variables. Therefore, I choose to use the model with fewer variables. So I 

include the following variables as fixed effects in my final model: Harmony, 

Instrument, Voice, OMSI*Harmony, X16.minus.17, 

Instrument*Instr.minus.Notes, Harmony*Instr.minus.Notes, PachListen, 

ClsListen. 

  

 

 



 

b. I compared six different models each model had one more of the random effect term 

of the following random effect terms: (1|Subject:OMSI), (1|Subject:X16.minus.17), 

(1|Subject:Instr.minus.Notes), (1|Subject:PachListen), (1|Subject:Selfdeclare) 

and (1|Subject:ClsListen). And when I ran an ANOVA to determine including which 

random effect term is best I found that the model  should include one new random 

effect term, (1|Subject:OMSI) . Also, the AI C and BIC is the lowest for the model 

that includes only those two of the random effects.  

 

 
 

c. So, from the model I decided upon in the previous parts, I get the following result: 

 

 



I also tried dropping the variables that were not significant (I consider those with t-value less 

than 1.96 to be insignificant) such as PachListen and Selfdeclare. However, dropping the 

variables does not cause much difference (AIC are virtually the same) between not dropping 

them so I decide to drop them for my final model on classical ratings. 

 

 
 

Therefore, we fit the following model: 

 

 
 

I judge the coefficients with t-value greater than 1.96 or less than -1.96 to be significant 

predictors. Therefore, I find that the classical rating for Harmony progression I-V-vi is 

higher than Harmony I-IV-V, I-V-IV, and IV-I-V, by 1.469, 1.769, and 1.546, respectively. 

Also, for Instrument, the classical rating scores for strings are higher than that of guitar by 

1.801. For Voice, the classical rating scores are lower for parallel 3
rd

 and parallel 5
th

 than that 

for contrary motion by 0.377 and 0.31, respectively. An increase in OMSI the classical 

ratings go up by 0.002. For an increase in Instr.minus.Notes classical ratings go down by 

0.069. For ClsListen, classical ratings increases by 0.337 per an increase in ClsListen. For 



an increase in X16.minus.17 by one point, the classical rating score decreases by 0.155. For 

an increase in ClsListen by one point, the classical rating score increases by 0.309. For an 

interaction between HarmonyI-IV-V:OMSI, for a piece that had a harmonic progression I-

IV-V, an additional increase in OMSI by one point is going to result in lower classical rating 

score by 0.001. For a string instrument, an additional increase in Instr.minus.Notes, will 

increase classical rating score by 0.151. Also, for the harmonic progression I-IV-V, an 

additional increase in Instr.minus.Notes is going to increase classical ratings by 0.093. For 

the harmonic progression I-V-IV, an additional increase in Instr.minus.Notes is going to 

increase classical ratings by 0.119. And finally, for the harmonic progression I-V-IV, an 

additional increase in Instr.minus.Notes is going to increase classical ratings by 0.088. 

 

The random effects for Harmony, Instrument, Voice, and OMSI have variance 0.399, 

1.136, 0.019, and 0.862, respectively. The variances are quite small, indicating that there is 

not much personal bias due to these different variables. It seems that Instrument has the 

strongest effect on a person’s tendency to rate some music as classical. Also, the residuals of 

the fixed effects regression had a variance of 2.399. The scores do not seem to vary too much 

due to random variation. 

 

3. When I ran the model in the second question Selfdeclare variable was not significant when 

we included the random effects. Therefore, I tried to see if there may be a significant 

interaction with Selfdeclare and another variable. I found only the following interaction to be 

significant: Selfdeclare*Harmony. 

 



 
 

4. Classical vs. Popular 

a. Unlike for Classical, the influence of some of the variables is not significant on 

Popular ratings. As we can see below, Harmony does not seem to be significant for 

factor level. Also, we find that Voice is not a significant predictor in our model.  

 

 



 

Therefore, we should definitely include Instrument in our model but we need to 

check if adding Harmony or Voice, or both will give a better model. So, we ran 

ANOVA to compare to see if adding Harmony would produce a better model and 

find that that is not true.  

 

  
 

We also ran ANOVA to compare to see if adding Voice would be better and find that 

that is not true either. 

 

 
 

Therefore, we have sufficient evidence not to add Harmony or Voice. Now, we see if 

any random effect should be included in the model. 

 

When we regress Popular against Subject we find 34 coefficients to be significant, 

meaning Subject does have quite a large influence on popular music ratings. We also 

find that the coefficients are normally distributed. Therefore, we may consider 

partially pooled coefficients.  

 
 

However, there may be personal bias on a person’s likeliness to rate something as 

popular music depending on which instrument was used. Therefore, I also consider 



adding a random effect term (1|Subject:Instrument) and compare the two different 

models with the new random effect term and without. And we find that the model 

with the new random effect term. 

 
 

b. Now, we consider adding covariates. I considered adding the variables that I 

mentioned in problem 2 for the same reasons but without the interaction terms that 

included Harmony and Voice. I find that OMSI, PchListen, and KnowAxis are not 

significant predictors for popular ratings. 

 

 
 

And ANOVA confirms that dropping these variables do not cause much difference in 

the model.  

 

 
 

By comparing AIC and BIC we see that the best model is the one that includes the 

random effects: (1|Subject:Instrument) and (1|Subject:X16.minus17).  

 

 
 



However, when I ran the model there were many variables which were not significant 

(I consider variables with t-value greater than 1.96 to be significant).  

 

 
 

I wanted to see again if dropping the insignificant variables is okay to do for the 

better model and found that dropping Selfdeclare, PachListen, and 

X16.minus.Notes do not change the fit of the model very much.  

 

 
 

Therefore, I decide to go with the more concise model and consider my final model to 

be the following. 

 

 
 

As I did before, we will consider the coefficients with t-value greater than 1.96 or less 

than -1.96 to be significant. We find that string instruments are likely to score lower 



on popular ratings than guitar music by 1.488. Also, KnowRob is a significant 

predictor and knowing Rob’s Rank will increase the popular rating score by 0.521. 

Also, the interaction between string instrument and Instr.minus.Notes is significant. 

For music that includes strings, for an increase in Instr.minus.Notes popular ratings 

decrease by 0.138.  

 

We also see that the random effects for Subject:Instrument and 

Subject:X16.minus.17 are 0.903 and 1.199, respectively. Also, the overall variance 

is equal to 2.891. Therefore, we do not seem that the random effects do not vary very 

much from person to person.  However, there is bigger variation to be considered 

among scores themselves due to random variation. 

 

c. As I found before, Selfdeclare is not a significant variable in my model. Even when I 

included all the possible interaction effects with Selfdeclare I found no interaction to 

be significant. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



5. Brief Writeup. 

 

CLASSICAL MUSIC RATINGS 

 

Harmony is a significant predictor for predicting how classical the musical piece sounds to 

someone. I found that the chord progression I-V-vi will most likely give the highest rating on 

how classical a piece sounds. Other progressions I-IV-V, I-V-IV, and IV-I-V will produce a 

rating lower than the progression I-V-vi by at least 1.5 points.  

 

Instrument is a significant predictor for predicting how classical the musical piece sounds to 

someone. I found that a piece that contains guitar is least likely to score high on classical ratings. 

Pieces that contain piano or strings will score higher by at least one point.  

 

Voice is also a significant predictor for predicting how classical the musical piece sounds to 

someone. I found that a piece that has contrary motion rates highest on classical ratings. Pieces 

that contain parallel 3rds and parallel 5ths are likely to score lower by at least 0.3 points. 

 

From our data, I also found some other variables to be significant in determining how classical 

music sounds to a person: OMSI (which represents one’s musical knowledge and it increases 

one’s score on classical ratings by 0.002), X16.minus.17 (which represents a measure of 

someone’s ability to distinguish classical music from popular music and it lowers one’s classical 

ratings by 0.163), Instr.minus.Notes (which indicates whether someone concentrated more on 

listening to which instrument was used versus focusing more on notes and it decreases classical 

ratings score by 0.069), ClsListen (which indicates how much someone listens to classical music 

and it increases classical ratings by 0.337), Harmony*OMSI (for harmonic progression I-IV-V 

an increase in OMSI decreases classical ratings score by 0.001), Instrument*Instr.minus.Notes 

(for string instruments, an increase in Instr.minus.Notes classical ratings increases by 0.151), 

and Harmony*Instr.minus.Notes (for all different levels of harmonic progressions, an increase 

in Instr.minus.Notes increases classical ratings by at least 0.08).   

 

I also noticed that there may be some bias due to the fact that multiple scores were gathered from 

each person. Personal biases vary with the type of instrument, harmony, voice leading, and 

musical knowledge. I confirmed from the analysis of fitting different models that different 

people have different personal biases on these aspects. From analyzing the different random 

effects, we find that different people don’t vary too much on their biases for rating classical 

music depending on which instrument was used, which voice motion, which chord progression 

was used, and musical knowledge. But people tended to vary the most for their bias regarding the 

instrument that was used in the music (detailed analysis is explained in 2a). 

 

POPULAR MUSIC RATINGS 

 

Instrument is a significant predictor for predicting how popular the musical piece sounds to 

someone. As was the case for classical music ratings, pieces with string instruments and piano 

were less likely to score higher on popular music ratings than those that included guitar by at 

least 0.3 points.  

 



Harmony and Voice are not significant predictors in predicting whether a piece of music was 

likely to score higher on popular music ratings.  

 

From our data, I also found other variables to be significant in determining how a piece of music 

is going to score on popular music ratings: Instr.music.Notes (which is not significant by itself 

but produces a significant interaction effect with Instrument), KnowRob (which lowers the 

popular ratings score by 0.521), and Instrument*Instr.minus.Notes (lowers the popular ratings 

score by at least 0.075).   

 

I found that personal biases vary with the type of instrument and the measure of someone’s 

ability to distinguish classical versus popular music. I found that personal biases do not vary 

much depending on person for both of these aspects but they do contribute some amount 

(detailed analysis on variances of random effects on part 3b). 

 

For neither of classical ratings nor popular ratings, I was able to find whether one declares 

oneself as a musician or non-musician has a significant effect on how someone rates a piece of 

music as classical or popular. 


