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Abstract

We addressed the problem of what factors could have the largest effect on per-capita income in a

county and learned how average income per person was related to other variables associated with the

county’s economic, health and social well-being. We examined the CDI(county demographic informa-

tion) data taken from Kutneret al.(2005)[KMN+05]. From exploratory data analysis, it appeared that

correlation exist between some of the variables in the dataset. We checked the effect of the numbers

of crimes and per-capita crimes to the per-capita income, and found that the number of crimes is not

a influential factor. We found that the number of doctors, the overall educational background and the

composition of the population were the three important factors affecting the per-capita income. In the

end, we found that the samples of the data might be biased if the 440 counties are not representative

for all 3000 counties.

1 Introduction

Per-capita income has always been an important indicator of social development. In order to increase

people’s average income, it is crucial to understand the factors that may affect average income. In this

paper, we will investigate how average income per person is related to other variables associated with the

county’s economic, health and social well-being. The purpose of this paper is to analyse the data and

find the best linear regression model predicting per-capita income from the other variables(region, crimes

and so on). Also, we will analyse the impact of the number of crimes or crime rate on per-capita income.

Further, we will discuss the impact of states and counties that are not included in the data set. Our

analysis methods are from [She09]
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2 Data

The dataset was taken from Kutneret al. (2005)1. This dataset provides selected county demographic

information (CDI) for 440 of the most populous counties in the United States. Each row of the dataset

has an id with a county name and state abbreviation and provides information on 14 variables(table 1) for

each county, land.area, pop, pop.18 34, pop.65 plus, doctors, hosp.beds, crimes, pct.hs.grad, pct.bach.deg,

pct.below.pov, pct.unemp, per.cap.income and tot.income are continuous variables.

Then, the brief summary for each continuous variables could be find in table 2. Further data exploration

could be found in part 6.1.

3 Method

In this paper, we mainly use the linear regression model. Firstly, we transformed some of the variables in

the dataset(see part 6.2), and perform regression analysis on the impact of crime and crime rate on per-

capita income(see part 6.3), and got the most appropriate variable describing crime that should be used in

the following linear model. After that, we performed regression analysis on the transformed variables(per-

capita income was the dependent variable), and found the most suitable regression model by evaluating

the variance inflation factor and the AIC and BIC criteria(6.4), and then obtained our result.

4 Result

We analysed the correlation between each pair of the variables in the dataset. According to the correlation

plot(figure 1), we find something reasonable as well as something surprising. The number of doctors and

the number of hospital beds are highly positively correlated, which is reasonable, because the two are a

reflection of the local medical level. More doctors usually mean more beds in most cases. The total income

is highly positively correlated with the population, which is also reasonable, since more people often means

more total income within a county. The positive correlation between the total number of crimes and the

population can also be explained in this way.

The high correlation between the number of crimes and the number of doctors seemed to be surprising,

but it might because the indirect effect of the population.

We found that the variable population might influence the result of our correlation plot, since it was

correlated to too many variables and thus had a strong effect on the correlation between other variables.

The per.capita.income is not so correlation with any of the variables, however slightly correlated with

pct.hs.grad, pct.bach.deg, pct.below.pov, pct.unemp.

We decided to take log-transformation for some of the continuous variables land.area, pop, doctors,

hosp.beds, crimes, tot.income, per.cap.income in our future analysis(see part 6.2).

1Kutner, M.H., Nachsheim, C.J., Neter, J. & Li, W. (2005)Applied Linear Statistical Models, Fifth Edition. NY: McGraw-

Hill/Irwin.
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Then, we found that the log total number of crimes was the variable, which could properly describe

crime in a specific county(see part 6.3). According to the of figure 7 in part 6.3, we found that when the

number of crimes increase by 1%, the per-capita income would increase by about 0.07%, thus we found that

the number of crimes is not an important variable in predicting the per-capita income, since although it

was statistically significant, its estimated coefficient is too low. Also we found that region was an important

variable in predicting the per-capita income here, the per-capita income was higher in NE(for more details

see part 6.3).

After analysed the effect of the the number of crimes, we fitted a full model with all possible variables,

then by VIF, AIC and BIC criteria(see part 6.4), we found the best linear regression model(figure 12). The

final model we chose is a good model contained 7 variables, and all of them were significant.

The model told us that, for every 1% increase of the number of doctors, the per-capita income would

increase 0.06%, which was reasonable since doctors were well-paid and could contribute the per capita

income.

For every 1% increase of the land area, the per-capita income would decrease 0.036%, which was

reasonable, since the rural area usually tend to be much larger than city area and the per-capita income

in rural may be much lower than that in the city area.

For every 1% increase of the population of 18 to 34 year old, we would tend to expect the per-capita

income would multiply by the factor exp(−0.014) = 0.986, which is reasonable, since the population of the

age group 18 to 34 might have lower income than the other age group.

For every 1% increase of the population of the high school graduates, we would tend to expect the per-

capita income would multiply by the factor exp(−0.0044) = 0.996, which was reasonable, since it seemed

that the change of population of the percentage of high school graduates was not a important factor in

predicting the per-capita income since 0.996 was close to 1.

For every 1% increase of the population of the bachelor’s degrees, we would tend to expect the per-

capita income would multiply by the factor exp(0.015) = 1.015, which is reasonable, since higher education

often meant higher salary.

For every 1% increase of the population of the below poverty lever, we would tend to expect the

per-capita income would multiply by the factor exp(−0.024) = 0.976, which is reasonable.

5 Discussion

According to the result, we found that if we ignored other variables, per-capita income is not so related to

the number of crimes or the crime rate in different regions. It was showing that the crime rate itself was

not an influential factor in predicting the per-capita income, for example, Los Angeles in CA was a place

with high crimes number and high per-capita income.

The result of our regression model in part 6.4 told us that the baseline per-capita income in a county

is 27447$, and the most influential variable is the number of doctors, since doctor is a well-paid job, it is

indeed a important indicator of per-capita income in a county. Also, the model result showed that education
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background is an important factor affecting per capita income, which is understandable that people with

high educational background usually tend to have higher income. Another factor was the composition

of the population, in most of the cases, the income of young adults were often much lower than that of

middle-aged people, so a county contains more young adults usually had lower per-capita income. The

proportion of the population below the poverty line is a simple indicator of per-capita income. The greater

the number of poor people, the lower the per-capita income. One problem here was the sign of the coefficient

of pct.umemp in this model, which is positive. We expected it to be negative since the unemployment rate

might reasonably lower the per-capita income. We tried to add interaction terms in the model, however

we cannot change its sign. Thus, we might need more information about this variable.

One thing worth thinking about is that our dataset includes a total of 440 of the 3000 counties, but

not all counties. This is likely to have a huge deviation in our analysis results. First of all, it is easy to

understand that incomplete samples may bias our analysis results. And more importantly, whether the

data of the 440 counties we collected is biased, such as whether the data of the remaining counties cannot

be collected due to reasons such as being too poor. If it is for such reasons, then our sample will be very

biased. So that it cannot represent the overall situation. To determine whether we should worry about the

missing counties, we need to know whether our 440 samples could represent the overall situation.

Further, there are some possible improvements in our analysis. We can use shrinkage regression model

like lasso regression or ridge regression to analyse our data, by using such methods, the multicolinearity

problem could be fixed and we could get a simple and explicit model. Moreover, we could apply principal

component analysis before we do the regression analysis. By PCA, we could also solve the multicolinearity

problem, and get a simpler model, however the model might not be so explainable.
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6 Technical Appendix

6.1 Part A

The part A of the appendix is a thorough introduction of the dataset.

Firstly, table 1 is the explanation of each variables in the dataset, there are 17 variables in this dataset.

Table 3 is some of the counties and states pairs in this dataset. There are totally 440 data points in

the dataset, including 373 distinct counties and 48 distinct states, each data point could be represent by a

distinct county & state pair.

Table 2 is a brief summary for every continuous variables. From this table, we found a right skewed
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pattern(the median was smaller than the mean) for some continuous variables(pop, land.area, doctors and

etc.), which meant we might need some proper transformation in further analysis.

Table 4 is a frequency table of the counties from each region. We found that there were more counties

in southern region of the US comparing with other regions.

6.2 Part B Transformation

We first visualized all the continuous variables by histogram(figure 2). According to the figure 2, we

found that land.area, pop, doctors, hosp.beds, crimes, tot.income, per.cap.income, pct.below.pov were

right skewed seriously, thus we took log-transformation on these variables.

The histograms of the variables after transformation is in figure 3. After transformation, we found

almost all the continuous variables were unimodal and nearly normal distributed. We have to admit that

transformation might lower the interpretation ability of the model, but for the overall performance of the

model, we still chose to transform the variables by log transformation.

6.3 Part C Analysis of the impact of crimes

In this section, we analysed the impact of the numbers of crimes of crime rate. We fitted three models

with variables region and log.crimes as follow,

Model 1: log.per.cap.income ∼ log.crimes

Model 2: log.per.cap.income ∼ log.crimes + region

Model 3: log.per.cap.income ∼ log.crimes * region

By apply F-test on the three model above(figure 4), we find that, we should choose model 2.

Then we defined a new variable log.per.cap.crimes=log(crimes/pop), which was per-capita crimes(we

took log since crimes/pop right skewed seriously). After that we also fitted three models,

Model 4: log.per.cap.income ∼ log.per.cap.crimes

Model 5: log.per.cap.income ∼ log.per.cap.crimes + region

Model 6: log.per.cap.income ∼ log.per.cap.crimes * region

Also by applied F-test on this three models(figure 5)we find that the best model within the three models

was model 5.

Since the R-squared of the two models are similar, we chose the model with lower AIC(figure 6), which

was model 2(figure 7). This result meant that the total number of crimes might be a better a choice in

fitting the per.cap.income. Thus we used this variable in our further analysis.

According to the of figure 7, we found that when the number of crimes increase by 1%, the per-capita

income would increase by about 0.07%, thus we found that the number of crimes is not an important

variable in predicting the per-capita income, since although it was statistically significant, but its estimated

coefficient is too low. And in this model, region is an important factor in predicting the per-capita income,

our baseline per-capita income in this model is exp(9.19) = 9799$(in NC), in NE we have our per-capita
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income=9799 × exp(0.1) = 10829$, in S we have our per-capita income=9799 × exp(−0.087) = 8955$, in

W we have our per-capita income=9799 × exp(−0.055) = 9228$.

6.4 Part D Regression analysis

In this part, we fitted our full regression model(figure 8) with all the variables expect from county, state

and id. According to the result(figure 8), we find that only log.pop, and log.tot.income were significant,

it might because of the multicolinearity or the deterministic relationship in some variables(total income,

per-capita income, population). We first checked VIF of this model(figure 9). According to the VIF, we

found that the VIF of log.pop and log.tot.income were very high, also we have deterministic relationship

tot.income=pop×per.cap.income thus, we should remove log.tot.income and log.pop in our analysis. Thus

our first reduced model(figure 10) here was much better, since many of the variables in the model were

significant. Also, our new VIF(figure 11) seemed to be much better too, although there are still two

variables(log.hosp.beds, log.doctors) has VIF larger than 10, but we chose not to remove any of them,

since the multicolinearity is not so influential here.

After that, we thought about to find the best model by applying some model selection criteria. Here

we chose BIC and AIC criteria, and compare the two models obtained by the two criteria.

The model obtained by stepBIC is in figure 12 and the model obtained by stepAIC is in figure 13.

According to the diagnostic plots(figure 14 and 15), we found that both model met the linear model

assumptions, however both contained some outliers like data point withindex 246.

Comparing the two model results, we find that the model obtained by stepBIC contains less variables

than the model obtained by stepAIC. Further, the Adjusted R-squared for each model was very close(0.8427

and 0.8459). Thus, we chose the model obtained by stepBIC to be our optimal model, since the model

obtained by BIC was a simpler model(more explainable) with almost the same Adjusted R-squared with

the model obtained by stepAIC.

6.5 Part E Code

data = read.csv("/Users/wyc/cdi.dat",sep=" ")

head(data)

data2 = data[,-c(1,2,3,17)]

corrplot(cor(data2))

par(mfrow = c(2,4))

hist(data$land.area,breaks=30)

hist(data$pop,breaks=40)

hist(data$pop.18_34,breaks=40)

hist(data$pop.65_plus,breaks=40)

hist(data$doctors,breaks=40)
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hist(data$hosp.beds,breaks=40)

hist(data$crimes,breaks=40)

hist(data$pct.hs.grad,breaks=40)

hist(data$pct.bach.deg,breaks=40)

hist(data$pct.below.pov,breaks=40)

hist(data$pct.unemp,breaks=40)

hist(data$per.cap.income,breaks=40)

hist(data$tot.income,breaks=40)

par(mfrow = c(2,4))

hist(log(data$land.area),breaks=30)

hist(log(data$pop),breaks=40)

hist(data$pop.18_34,breaks=40)

hist(data$pop.65_plus,breaks=40)

hist(log(data$doctors),breaks=40)

hist(log(data$hosp.beds),breaks=40)

hist(log(data$crimes),breaks=40)

hist(data$pct.hs.grad,breaks=40)

hist(data$pct.bach.deg,breaks=40)

hist(data$pct.below.pov,breaks=40)

hist(data$pct.unemp,breaks=40)

hist(log(data$per.cap.income),breaks=40)

hist(log(data$tot.income),breaks=40)

data$log.land.area=log(data$land.area)

data$log.pop=log(data$pop)

data$log.doctors=log(data$doctors)

data$log.hosp.beds=log(data$hosp.beds)

data$log.crimes=log(data$crimes)

data$log.per.cap.income=log(data$per.cap.income)

data$log.tot.income=log(data$tot.income)

data$log.per.cap.crimes=log(data$crimes/data$pop)

data = data[,-c(4,5,8,9,10,15,16)]

head(data)

par(mfrow=c(2,2))

model1 = lm(log.per.cap.income~ log.crimes,data)

summary(model1)

plot(model1)
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par(mfrow=c(2,2))

model2 = lm(log.per.cap.income~ region+ log.crimes,data)

summary(model2)

plot(model2)

par(mfrow=c(2,2))

model3 = lm(log.per.cap.income~ region* log.crimes,data)

summary(model3)

plot(model3)

anova(model1,model2,model3)

par(mfrow=c(2,2))

model4 = lm(log.per.cap.income~ log.per.cap.crimes,data)

summary(model4)

plot(model4)

par(mfrow=c(2,2))

model5 = lm(log.per.cap.income~ region+ log.per.cap.crimes,data)

summary(model5)

plot(model6)

par(mfrow=c(2,2))

model6 = lm(log.per.cap.income~ region* log.per.cap.crimes,data)

summary(model6)

plot(model6)

anova(model4,model5,model6)

AIC(model2,model5)

model_full=lm(log.per.cap.income~.-county-state-log.per.cap.crimes-id,data=data)

summary(model_full)

par(mfrow = c(2,2))

plot(model_full)

vif(model_full)

model_red1=lm(log.per.cap.income~.-county-state-

log.per.cap.crimes-id-log.tot.income-log.pop,data=data)

summary(model_red1)

par(mfrow = c(2,2))

plot(model_red1)
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vif(model_red1)

stepAIC(model_red1)

model_red2 = step(model_red1,direction="backward",k=log(440))

summary(model_red2)

par(mfrow = c(2,2))

plot(model_red2)

model_red3 = stepAIC(model_red1)

summary(model_red3)

par(mfrow = c(2,2))

plot(model_red3)

Figure 1: Correlation plot of selected variables
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Variable

Num-

ber

Variable Name Description

1 Identification number 1–440

2 County County name

3 State Two-letter state abbreviation

4 Land area Land area (square miles)

5 Total population Estimated 1990 population

6 Percent of population aged

18–34

Percent of 1990 CDI population aged 18–34

7 Percent of population 65 or

older

Percent of 1990 CDI population aged 65 or old

8 Number of active physicians Number of professionally active nonfederal physicians during

1990

9 Number of hospital beds Total number of beds, cribs, and bassinets during 1990

10 Total serious crimes Total number of serious crimes in 1990, including murder,

rape, robbery, aggravated assault, burglary, larceny-theft, and

motor vehicle theft, as reported by law enforcement agencies

11 Percent high school

graduates

Percent of adult population (persons 25 years old or older) who

completed 12 or more years of school

12 Percent bachelor’s degrees Percent of adult population (persons 25 years old or older)

with bachelor’s degree

13 Percent below poverty level Percent of 1990 CDI population with income below poverty

level

14 Percent unemployment Percent of 1990 CDI population that is unemployed

15 Per capita income Per-capita income (i.e. average income per person) of 1990

CDI population (in dollars)

16 Total personal income Total personal income of 1990 CDI population (in millions of

dollars)

17 Geographic region Geographic region classification used by the US Bureau of the

Census, NE (northeast region of the US), NC (north-central

region of the US), S (southern region of the US), and W

(Western region of the US)

Table 1: Variables explanation
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Min. 1st Qu. Median Mean 3rd Qu. Max. SD

land.area 15.0 451.25 656.50 1041.41 946.75 20062.0 1549.92

pop 100043.0 139027.25 217280.50 393010.92 436064.50 8863164.0 601987.02

pop.18 34 16.4 26.20 28.10 28.57 30.02 49.7 4.19

pop.65 plus 3.0 9.88 11.75 12.17 13.62 33.8 3.99

doctors 39.0 182.75 401.00 988.00 1036.00 23677.0 1789.75

hosp.beds 92.0 390.75 755.00 1458.63 1575.75 27700.0 2289.13

crimes 563.0 6219.50 11820.50 27111.62 26279.50 688936.0 58237.51

pct.hs.grad 46.6 73.88 77.70 77.56 82.40 92.9 7.02

pct.bach.deg 8.1 15.28 19.70 21.08 25.33 52.3 7.65

pct.below.pov 1.4 5.30 7.90 8.72 10.90 36.3 4.66

pct.unemp 2.2 5.10 6.20 6.60 7.50 21.3 2.34

per.cap.income 8899.0 16118.25 17759.00 18561.48 20270.00 37541.0 4059.19

tot.income 1141.0 2311.00 3857.00 7869.27 8654.25 184230.0 12884.32

Table 2: Summary table of continuous variables

Counties 1-110 Counties 111-220 Counties 221-330 Counties 331-440

Ada ID Ector TX Lycoming PA Rockingham NH

Adams CO El Dorado CA Macomb MI Rockland NY

Aiken SC El Paso CO Macon IL Rowan NC

Alachua FL El Paso TX Madison AL Rutherford TN

Alamance NC Elkhart IN Madison IL Sacramento CA

Alameda CA Erie NY Madison IN Saginaw MI

Albany NY Erie PA Mahoning OH Salt Lake UT

Alexandria City VA Escambia FL Manatee FL San Bernardino CA

Allegheny PA Essex MA Marathon WI San Diego CA

Allen IN Essex NJ Maricopa AZ San Francisco CA

Allen OH Fairfax County VA Marin CA San Joaquin CA

Anderson SC Fairfield CT Marion FL San Luis Obispo CA

Androscoggin ME Fairfield OH Marion IN San Mateo CA

Anne Arundel MD Fayette KY Marion OR Sangamon IL

Arapahoe CO Fayette PA Martin FL Santa Barbara CA

Arlington County VA Florence SC Maui HI Santa Clara CA

Atlantic NJ Forsyth NC McHenry IL Santa Cruz CA

Baltimore MD Fort Bend TX McLean IL Sarasota FL

Table 3: First 18 rows of the counties & states pairs
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NC NE S W

Freq 108 103 152 77

Table 4: Frequency of counties in each region

Figure 2: Histograms for continuous variables(before transformation)
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Figure 3: Histograms for continuous variables(after transformation)
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Figure 4: F-test for model 1,2,3

Figure 5: F-test for model 4,5,6

Figure 6: AIC for model 2,5
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Figure 7: Summary for model 2
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Figure 8: Full model

Figure 9: Variance inflation factor of the full model
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Figure 10: Reduced model 1

Figure 11: VIF of reduced model 1
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Figure 12: Reduced model obtain by step BIC
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Figure 13: Reduced model obtain by step AIC

Figure 14: Diagnostic plot for model obtained by stepBIC
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Figure 15: Diagnostic plot for model obtained by stepAIC

20


	Introduction
	Data
	Method
	Result
	Discussion
	Technical Appendix
	Part A
	Part B Transformation
	Part C Analysis of the impact of crimes
	Part D Regression analysis
	Part E Code


