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Abstract

In this paper, we address that whether per-capital income is related to crimes
and region and find the best model predicting per-capital income. We use
the county demographic information (CDI) dataset to help us solve ques-
tions. We build regression models and compare the performance to decide
the best model. Our final model predicting per.capita.income contains coef-
ficients pop.18 34, pct.hs.grad, pct.bach.deg, pct.below.pov, pct.unemp, re-
gion, land.area, and doctors. In order to improve the analysis, we need to
research on other counties since the dataset only contains 1/9 total counties
in US.
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Introduction

Nowadays, social scientists are interested in determining per-capita income
to evaluate the life quality of the population. In this paper, we are discussing
how average income per person was related to other variables associated with
the county’s economic, health and social well-being from cdi.dat. We address
four research questions:

• Which variables seem to be related to other variables in the dataset?
Which are not? Are these relationships reasonable?

• Prove or Disprove a theory that per-capita income should be related to
crime rate, and that relationship may be different in different regions of
the country. Does it matter if you use number of crimes or (number of
crimes)/(population) in your analysis?

• Find the best model predicting per-capita income.

• There are 51 states and around 3000 counties in US, but 48 states and
440 counties are represented in the dataset. Should we be worried about
either the missing states or the missing counties? Why or why not?

Data

The cdi.dat is taken from Kutner et al. (2005). There are total 17 columns
and 440 rows. It provides county demographic information (CDI) for 440
most populous counties in the United States. Each line of the dataset provides
information for a single county. There are no missing values in this dataset.
The definition of each variable is given below:

1. id: Identification number 1–440

2. county: County name

3. state: Two-letter state abbreviation

4. land.area: Land area (square miles)

5. pop: Estimated 1990 CDI total population

6. pop.18 34: Percent of 1990 CDI population aged 18–34
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7. pop.65 plus: Percent of 1990 CDI population aged 65 or old

8. doctors: Number of professionally active non-federal doctors during 1990

9. hosp.beds: Total number of beds, cribs, and bassinets during 1990

10. crimes: Total number of serious crimes in 1990, including murder, rape,
robbery, aggravated assault, burglary, larceny-theft, and motor vehicle
theft, as reported by law enforcement agencies

11. pct.hs.grad: Percent of adult population (persons 25 years old or older)
who completed 12 or more years of school

12. pct.bach.deg: Percent of adult population (persons 25 years old or older)
with bachelor’s degree

13. pct.below.pov: Percent of 1990 CDI population with income below poverty
level

14. pct.unemp: Percent of 1990 CDI population that is unemployed

15. per.cap.income: Per-capita income (i.e. average income per person) of
1990 CDI population (in dollars)

16. tot.income: Total personal income of 1990 CDI population (in millions
of dollars)

17. region: Geographic region classification used by the US Bureau of the
Census, NE (northeast region of the US), NC (north-central region of
the US), S (southern region of the US), and W (Western region of the
US)

Variables id and county are unique for each row, which means we can ignore
these two variables when doing data analysis. Below are the summary tables
for two category variables state and region:

Table 1. Summary Table of State
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Table 2. Summary Table of Geographic Region

Then, the summary of numerical variables are shown below.

Table 3. Summary Table of Numerical Variables

Methods

In order to find the relationship between each variable, we plot the correlation
matrix on the variables. We build regression models on number of crimes
or (number of crimes)/(population) and use ANOVA and AIC to find the
best model to inspect whether per-capita income is related to crime rate and
region. We build all-subsets regression, stepwise AIC regression, and stepwise
BIC regression to find the best model to find the best model predicting per-
capita income. Finally, we apply EDA method on the region to compare
whether it follows our understanding.

Results

Relationship Between Variables

From the correlation matrix plot (Appendix Figure 1.), we can find that
pop is highly correlated with tot.income, doctors, hosp.beds, and crimes.
That is no surprise since more population result in more total incomes; more
population result in more people choosing to be doctors; more hospital beds
are needed for more population; and more crimes might occur due to the more
population. Also, three variables doctors, hosp.beds, and crimes are strongly
correlated with one another, which is reasonable because more hospitals beds
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are needed if there exist more crimes and result in more doctors to take care.
per.cap.income is kind of highly correlated with pct.hs.grad, pct.bach.deg
(postively correlated) and pct.below.pov, pct.unemp (negatively correlated);
all four of these variables are moderately highly correlated with one another.
This is also reasonable since people with higher degree have more chance to
be employed and always earn more.

Analysis on Income and Crime in Different Region

Before building models, we need to transform the skewed data first. Since
logarithms clean up a lot of the skewing in the data, we use log-transform on
land.area, pop, doctors, hosp.beds, crimes, per.cap.income, and tot.income
variables. Then there are three models to think about.
lm(log.per.cap.income ∼ log.crimes),
lm(log.per.cap.income ∼ log.crimes + region), and
lm(log.per.cap.income ∼ log.crimes * region)

Table 4. ANOVA on three models

From the ANOVA result, we can find that model lm(log.per.cap.income ∼
log.crimes + region) is the best among those three models since its p-value
= 1.523e− 13 < 0.05.
In order to compare this with a model involving per-capita crime, we con-
struct a new variable log.per.cap.crimes, which is equal to log.crimes - log.pop.
Once again, there are three models to think about.
lm(log.per.cap.income ∼ log.per.cap.crimes),
lm(log.per.cap.income ∼ log.per.cap.crimes + region), and
lm(log.per.cap.income ∼ log.per.cap.crimes * region).
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Table 5. ANOVA on three models

From the ANOVA result, we can find that model lm(log.per.cap.income ∼
log.per.cap.crimes + region) is the best among those three models since its
p-value = 3.263e− 09 < 0.05.
To compare two winners, we use AIC because the two winners are not nested
models.

Table 6. AIC between winner models

From the AIC result, it shows that lm(log.per.cap.income ∼ log.crimes +
region) is the best model since AIC value of this model is smaller. The level
of income varies with region in the US, but is not related to crime.

Best Model Predicting Income per Person

From the Data section, id and county variables are not useful so we decide
to drop these two variables. Also, we take log.pop and log.tot.income out of
consideration, since log.per.cap.income = log.tot.income - log.pop, which is a
deterministic function of those two variables. Lastly, state and region are two
category variables for the location, and region contains states geographically
so we decide to drop off state to avoid duplicate information.
First, we start with all-subsets regression. Based on the all-subsets plot
(Appendix Figure 2.), we can find that the best model is with coefficients
pop.18 34, pct.hs.grad, pct.bach.deg, pct.below.pov, pct.unemp, regionS, log.land.area,
and log.doctors.
Based on the rule of thumb: if any indicator for a categorical variable seems
important (e.g. a statistically significant coefficient), then keep the whole
categorical variable, so we will keep region in the final model. Below are the
summary statistics of the final model using all.subsets.
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Table 7. Summary statistics for all-subsets regression model

We can find variables are statistically significant. In order to further decide
whether it is a good model, we apply VIF method to check the multicollinear-
ity and plot the diagnostic plots (Appendix Figure 3.)

Table 8. VIF for the all-subsets regression model

None of the VIF values seem excessively large, i.e., there is no multicollinear-
ity issue that need to be addressed.
From Residuals vs Fitted plot, residuals are randomly distributed around 0.
From Q-Q plot, it suggests both the left and the right tails are a bit longer
than expected for the normal distribution. From the Scale-Location plot, it
has constant variance. From Residuals vs Leverage plot, there is no high
influential points that might influence the model performance.
Then, we consider stepwise regression using AIC and BIC. We can find that
the best model using BIC stepwise is with coefficients pop.18 34, pct.hs.grad,
pct.bach.deg, pct.below.pov, pct.unemp, log.land.area, and log.doctors. Be-
low are the summary statistics of the final model using BIC stepwise.
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Table 9. Summary statistics for stepwise BIC model

We can find variables are statistically significant. In order to further decide
whether it is a good model, we apply VIF method to check the multicollinear-
ity and plot the diagnostic plots (Appendix Figure 4.)

Table 10. VIF for stepwise BIC regression model

None of the VIF values seem excessively large, i.e., there is no multicollinear-
ity issue that need to be addressed.
From Residuals vs Fitted plot, residuals are randomly distributed around
0. From Q-Q plot, it suggests the left tails are a bit longer than expected
for the normal distribution. From the Scale-Location plot, it has constant
variance. From Residuals vs Leverage plot, there is no high influential points
that might influence the model performance.
We can find that the best model using AIC stepwise is with coefficients
pop.18 34, pop.65 plus, pct.hs.grad, pct.bach.deg, pct.below.pov, pct.unemp,
region, log.land.area, and log.doctors. Below are the summary statistics of
the final model using AIC stepwise.

8



Zhuoheng Han

Table 11. Summary statistics for stepwise AIC model

We can find variables are statistically significant. In order to further decide
whether it is a good model, we apply VIF method to check the multicollinear-
ity and plot the diagnostic plots (Appendix Figure 5.)

Table 12. VIF for stepwise AIC regression model

None of the VIF values seem excessively large, i.e., there is no multicollinear-
ity issue that need to be addressed.
From Residuals vs Fitted plot, residuals are randomly distributed around 0.
From Q-Q plot, it suggests both the left tails and right tails are a bit longer
than expected for the normal distribution. From the Scale-Location plot, it
has constant variance. From Residuals vs Leverage plot, there is no high
influential points that might influence the model performance.
In order to find the best model using these three methods, we use ANOVA
with full model. We find that the best model is all-subsets regression model
lm(log.per.cap.income ∼ pop.18 34 + pct.hs.grad + pct.bach.deg + pct.below.pov
+ pct.unemp + region + log.land.area + log.doctors).
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Table 13. ANOVA table

Analysis on Missing States and Counties

Based on these 440 counties, we would say if these counties can represent
the around 3000 counties in United States, then we do not need to worry
about the missing counties. However, since the counties are 440 of the most
populous counties in the United States, it is not randomly sampled, which
might cause the bias. In order to check the feasibility, we plot two boxplots
(Appendix Figure 6.&Figure 7.) which are per capital income in different
region and population in different regions. We can find that the median of
per capital income in NE region is the highest, which is reasonable since
northeastern US are economically developed area. the sum of population in
NE region is higher than that in NC region, which conflicts the fact that
NE region has the lowest region. Thus, we might worry about the missing
counties.

Discussion

According to the results, per.capita.income is not highly correlated with
other variables except income and pop. If we only keep per.capita.income,
crimes, and region, we can find that there is no strong relationship be-
tween per.capita.income and crimes, but per.capita.income varies in differ-
ent regions. Our final model predicting per.capita.income contains coeffi-
cients pop.18 34, pct.hs.grad, pct.bach.deg, pct.below.pov, pct.unemp, re-
gion, log.land.area, and log.doctors. Even though the performance of model
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is well, we still need to worry about the missing counties.
If we have no time limitation, we are going to use LASSO and Ridge regression
with cross-validation when analyzing the dataset. In this way, we might be
able to distinguish which model is the best model better, at least in terms of
prediction error. Also, one more weakness is that there are only 440 counties
in our dataset, which are 1/9 of all counties in US. It might be biased since
we use this dataset to build a model predicting the per capital income in
US. It would be an improvement if we spend more time researching on other
counties. Taking other counties into consideration will help us address the
issues much better, especially the last research question.
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Appendix

Import the data and divide the dataset into category variables and numeric
variables.

Check NA.

Plot histograms of each numeric variables.
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Hist 1.

Hist 2.
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Hist 3.

Hist 4.

In order to find the relationships between each variable, we plot the correla-
tion matrix.
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Figure 1. Correlation Matrix

Log transform on land.area, pop, doctors, hosp.beds, crimes, per.cap.income,
and tot.income variables and rename the column name.

Then we build three models on crime number and region and three models
on crime number/population and region.

In order to find the best model, we first drop useless variables id, county,
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log.tot.income, log.pop, and state.

Apply all-subsets regression

Figure 2. All-subsets Plot

Figure 3. Diagnostic plots for All-subsets Regression Model
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Apply stepwise BIC

Figure 4. Diagnostic plots for Stepwise BIC Regression Model

Apply stepwise AIC
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Figure 5. Diagnostic plots for Stepwise AIC Regression Model

Figure 6. Boxplot of per Capital Income in Different region
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Figure 7. Boxplot of population in Different region

Table 1.
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