
ings suggest that tamarins suffer from a
specific and fundamental computational lim-
itation on their ability to spontaneously rec-
ognize or remember hierarchically organized
acoustic structures. Put differently, the limi-
tation we have demonstrated might indicate
an over-reliance on superficial aspects of
stimuli, which prevents tamarins from per-
ceiving more abstract relations available in
the signal, as has been suggested by previous
work on primate auditory perception (33). If
nonhumans are “stuck” trying to interpret
PSG-generated stimuli at the FSG level, it
would make PSG stimuli seem much more
complex to them and perhaps even unlearn-
able in finite time. Though the evolution of
well-developed hierarchical processing abili-
ties in humans might have benefited many
aspects of cognition (e.g., spatial navigation,
tool use, or social cognition), this capability
is one of the crucial requirements for master-
ing any human language. Thus, the acquisi-
tion of hierarchical processing ability may
have represented a critical juncture in the
evolution of the human language faculty.

References and Notes
1. J. P. Hailman, M. S. Ficken, Anim. Behav. 34, 1899

(1987).
2. J. G. Robinson, Behaviour 90, 46 (1984).
3. K. Zuberbühler, Anim. Behav. 63, 293 (2002).
4. K. S. Lashley, in Cerebral Mechanisms in Behavior: The

Hixon Symposium L. A. Jeffress, Ed. (Wiley, New York,
1951).

5. M. Hauser, N. Chomsky, W. T. Fitch, Science 298,
1569 (2002).

6. P. M. Greenfield, K. Nelson, E. Saltzman, Cognit. Psy-
chol. 3, 291 (1972).

7. P. M. Greenfield, Behav. Brain Sci. 14, 531 (1991).
8. R. W. Byrne, A. E. Russon, Behav. Brain Sci. 21, 667

(1998).
9. D. Kimura, Neuromotor Mechanisms in Human Com-

munication (Oxford University Press, Oxford, 1993).
10. P. Lieberman, J. Hum. Evol. 14, 657 (1998).
11. B. McGonigle, M. Chalmers, A. Dickinson Anim. Cog-

nit. 6, 185 (2003).
12. T. J. Bergman, J. C. Beehner, D. L. Cheney, R. M.

Seyfarth, Science 302, 1234 (2003).
13. N. Chomsky, Syntactic Structures (Mouton, The

Hague, 1957).
14. N. Chomsky, Inf. Control 2, 137 (1959).
15. J. Saffran, D. Aslin, E. Newport, Science 274, 1926

(1996).
16. R. L. Gomez, L. Gerken, Cognition 70, 109 (1999).
17. M. D. Hauser, E. L. Newport, R. N. Aslin, Cognition 78,

53 (2001).
18. M. D. Hauser, D. Weiss, G. Marcus, Cognition 86, B15

(2002).
19. E. L. Newport, M. D. Hauser, G. Spaepen, R. N. Aslin,

Cognit. Psychol., in press.
20. G. A. Miller, in Psychology of Communication G. A.

Miller, Ed. (Basic Books, New York, 1967).
21. See Technical Terminological Note in (26).
22. L. Haegeman, Introduction to Government & Binding

Theory (Blackwell, Oxford, UK, 1991).
23. E. Charniak, D. McDermott, Introduction to Artificial

Intelligence (Addison-Wesley, Reading, MA, 1985).
24. F. Ramus, M. D. Hauser, C. T. Miller, D. Morris, J.

Mehler, Science 288, 349 (2000).
25. G. A. Miller, N. Chomsky, in Handbook of Mathemat-

ical Psychology, R. D. Luce, R. R. Bush, E. Galanter, Eds.
(John Wiley & Sons, New York, 1963), vol. II, pp.
419–492.

26. Materials and methods are available as supporting
online material on Science Online.

27. M. D. Hauser, S. Dehaene, G. Dehaene-Lambertz, A. L.
Patalano, Cognition 86, B23 (2002).

28. A. A. Wright, H. C. Santiago, S. F. Sands, D. F. Ken-
drick, R. G. Cook, Science 229, 287 (1985).

29. H. S. Terrace, L. K. Son, E. M. Brannon, Psychol. Sci. 14,
66 (2003).

30. This is the third attempt we have made, over a period
of several years, to test tamarins on this PSG, using
slight modifications of stimulus type and/or testing
procedures. All of these attempts have been com-
plete failures, yielding no evidence that these mon-
keys were able to abstract the phrase structure rule.
Briefly, the two previous experiments utilized the
same AnBn grammar with stimuli and training proce-
dures modeled on previous FSGs that tamarins had
successfully acquired. The first was based on the
techniques of (17) and used tonal stimuli differing in
pitch (similar to the natural calls of cotton-top tama-
rins). The second was based on (18) and used iden-
tical techniques as well as the same synthesized
speech syllables used in that study. In each case,
tamarins presented with the PSG version failed to

show any differentiation, based on various possible
measures of response, between novel grammatical
and novel agrammatical stimuli.

31. J. L. Morgan, E. L. Newport, J. Verb. Learn. Verb.
Behav. 20, 67 (1981).

32. J. L. Morgan, R. P. Meier, E. L. Newport, J. Mem. Lang.
28, 360 (1989).

33. M. R. D’Amato, Music Percept. 5, 452 (1988).
34. We thank three anonymous reviewers, R. Aslin, N.

Chomsky, R. Jackendoff, M. Johnson, E. Newport, S.
Pinker, and J. Saffran for useful discussions and/or
comments on the manuscript, and J. Weissenborn
and B. Hoehle for assistance in gathering human data.
Supported by an NSF ROLE and McDonnell grant (to
M.D.H.) and an NIH training grant (to W.T.F.).

Supporting Online Material
www.sciencemag.org/cgi/content/full/303/5656/377/DC1
Materials and Methods
Audios S1 to S8

21 July 2003; accepted 14 November 2003

Differential Representation of
Perception and Action in the

Frontal Cortex
Andrew B. Schwartz,1* Daniel W. Moran,2 G. Anthony Reina1

A motor illusion was created to separate human subjects’ perception of arm
movement from their actual movement during figure drawing. Trajectories
constructed from cortical activity recorded in monkeys performing the same
task showed that the actual movement was represented in the primary
motor cortex, whereas the visualized, presumably perceived, trajectories
were found in the ventral premotor cortex. Perception and action repre-
sentations can be differentially recognized in the brain andmay be contained
in separate structures.

Voluntary movements often begin as a re-
action to a visual stimulus and then are
monitored visually. The process underlying
these movements can be considered serial:
Stimulus perception is transformed in stag-
es during the behavior until the desired goal
is attained (1). During object tracing, for
example, there is tight interplay between
visual feedback and hand movement. Per-
ception of the hand’s location leads to a
movement along a preregistered path.

Perceiving movements correctly is a key
element of volitional behavior. Normally, the
perception and generation of movement can-
not be readily distinguished, but it is not
uncommon for them to become dissociated.
For instance, a new pair of bifocals shifts the
visual environment so that it no longer
matches one’s internal model (neural repre-
sentation) of the world established from a

previous history of conjoint visual, vestibu-
lar, and proprioceptive sensation. The mis-
match between vision and the internal model
often leads to disorientation. When first
wearing prisms, experimental subjects initial-
ly reach to the apparent displaced target, and
then rapidly compensate for the error (2, 3).
Presumably, the subject’s internal model is
being updated in the process.

We designed a motor illusion to dissociate
perception of the movement from movement
execution. Subjects working in a virtual envi-
ronment saw a three-dimensional (3D) repre-
sentation of their hand displacement but had no
actual vision of their arm or hand. An elliptical
tube, oriented horizontally in the frontal plane,
was projected stereographically from a comput-
er monitor and appeared to be floating shoul-
der-high in space. Hand position was tracked
and represented in the graphic display with a
sphere. Subjects placed the cursor inside the
tube and then moved it to trace the object.
Successful trials were made by pushing a mark-
er band around the figure five times while
maintaining contact between the tube and cur-
sor. During the trials in which the illusion took
place, the horizontal gain of the cursor, relative
to the hand’s position, was increased in the third
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and fourth circuits, forcing the subject to move
the hand in a circular trajectory to trace the
virtual oval during the fifth circuit. The gain
increase was gradual and undetected by the
subjects. Even though their arm trajectories
were circular during the last circuit, human
subjects reported making only oval trajecto-
ries during the task (4). We consider this an
illusion in which proprioceptive sensation
and vision conflict.

Assuming that aspects of the transformation
from visual percept to movement are serial,
detecting stages of this process in different
brain structures might be possible. Experiments
with prism adaptation point to the ventral pre-
motor cortex (PMv) as an important node in
this putative processing chain. Transcranial
magnetic stimulation of the premotor cortex
interrupts learned prism adaptation (5). Positron
emission tomography experiments have shown
increased metabolism in the portion of the pa-
rietal cortex projecting to the premotor cortex
during prism adaptation (6). In macaques, in-
activation of the PMv with muscimol led to
specific loss of adapted prism behavior, where-
as the inactivation of the dorsal premotor cortex
had no effect (7).

Cell activity in the primary motor cortex
(M1) is related to the production of purpose-
ful movement. Activity patterns of these
cells, when combined, accurately predict the
details of arm trajectory (8–10). Firing rates
of individual cells are also modulated by
imposed loads, joint angular velocity, arm
position, acceleration, and movement ampli-
tude (11–15). However, M1 has nonmotor
attributes as well because units recorded in
this region are modulated by parameters in
tasks such as mental rotation, remembered
sequences, and maze-solving (16–18).

We used the motor illusion paradigm to
ask whether firing patterns in the monkey M1
or PMv were better related to the visualized
or actual movement of the arm. The same
behavioral paradigm was used in monkey and
human experiments. Perceptual experiments
require a report from the subjects. Although
we have no such report from the monkeys,
and therefore cannot make direct claims of
what the animals perceived, we will still refer
to the movement-vision mismatch condition
in the monkey experiments as an illusion.
This terminology is based on reports from
humans that used the same paradigm (4),
prism adaptation experiments showing anal-
ogous results in humans and monkeys, and
the concept that the movements visualized in
the mismatch condition are congruent with
the perceived motion. Our finding that the
perceived motion matches the visual display
is consistent with experimental results show-
ing that vision is dominant when mismatched
with proprioception (19, 20).

Single-unit responses were recorded in the
targeted cortical areas as four tasks were

performed. Upon isolation of a unitary re-
sponse, each animal performed the “3D center-
out task.” Then, while isolation of the same
unit was maintained, the animal drew five
circuits of an oval, five circuits of a circle,
and two circuits of an oval, with a gradual
transition to circles in the last three circuits
during the illusion condition (21). Each of
these tasks (center-out, oval, circle, and illu-
sion) was repeated five times in a block
before the next task was performed.

Firing rates of M1 and PMv units were
cyclically modulated as monkeys performed the
illusion task [supporting online material (SOM)
text, “Single-unit analysis”]. Movement direc-
tion is a large determinant of firing rate in these
units, which tend to fire maximally in a single
“preferred direction” and less so as the angle
between movement and the preferred direction
increases. The relation between direction and
discharge rate was modeled with a cosine func-
tion. In this experiment, each unit’s tuning
function was derived from data collected during
the center-out task. This model was then used
during the drawing tasks to get a “predicted
discharge rate” based on the instantaneous
movement direction of the hand. Examples of
these rates from an M1 and a PMv unit are
shown in Fig. 1.

The units showed five cycles of modula-
tion corresponding to the five circuits of the
figure. The actual discharge rate led the
movement-derived predicted rate for the M1
unit but lagged the predicted rate for the PMv
cell. The leads and lags between actual and
predicted discharge rates for all units were

measured by cross-correlating the two signals
and finding the shift that optimized the cor-
relation coefficient (Fig. 2). Although there is
a large range of leads and lags with an exten-
sive overlap for both cortical areas, the his-
togram for M1 is unimodal with the peak at
about 75 ms, whereas the PMv distribution
appears bimodal with peaks at about �170
ms. The direction-related discharge in M1
tended to precede the corresponding move-
ment. Based on the histogram, PMv activity
fell into two groups of intervals, one that
showed that cortical discharge preceded the
hand movement (�) and the other that fol-
lowed it (–).

Trajectories were extracted with popula-
tion vectors constructed with firing rates from
cells of each cortical area recorded during
each drawing task. The analysis was carried
out on individual repetitions of the five cir-
cuits (cycles). Each circuit was separated
from the continuous drawing of five cycles
and divided into 100 bins with a population
vector calculated for each bin. The popula-
tion vectors were then added tip to tail to
form a neural trajectory (SOM text, “Popula-
tion analysis”).

The trajectories from the illusion task in
Fig. 3 are arranged by circuit. Hand trajectory
(blue) changed from an oval in circuits 1 and
2 to a circle in cycle 5 as the cursor gain
changed in circuits 3 and 4. The green trace,
showing the path of the cursor as visualized
by the subject, matches the hand trajectory
for the first two circuits and remains oval-
shaped through the remaining three. The neu-

Fig. 1. Actual (dashed) and predicted discharge rates for an M1 and a PMv unit during the illusion task.

Fig. 2. Histograms of time intervals between predicted and actual discharge rates.
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ral trajectories (red) from the two different
cortical areas represented different aspects of
the task. The M1 population output matches
the hand path through all five circuits. Both
the hand and neural trajectories were circular
in circuit 5. In contrast, the neural trajectories
calculated from PMv units matched the visu-
alized cursor path. The PMv and cursor tra-
jectories were oval-shaped in the fifth circuit
when the illusion was fully in place.

These data were analyzed across repeti-
tions. The correspondence to the illusion was
measured by calculating the eccentricity (hor-
izontal amplitude/vertical amplitude) of each
trajectory (22). Oval templates presented to
the subject had an eccentricity of 1.8. Circles
had an eccentricity of 1.0. Because the animal
only had to touch the outside of the cursor
sphere to the outside of the projected tem-
plate tube, the sum of template tube and
cursor radius gave a tolerance of 2.5 cm. This
allowed the animal to successfully complete
the task with a range of hand eccentricities. In
the control tasks, where only circles or el-
lipses were drawn, the mean eccentricities
were 1.2 and 1.6 respectively. During the

illusion task, the eccentricity of the hand path
decreased from 1.6 to 1.1. In this task, the
eccentricities of the motor cortical neural
trajectories (Fig. 4, error bars show 95%
confidence) matched those of the hand for
the M1 units. In contrast, the eccentricities
of the PMv trajectories matched those of
the cursor path.

Eye movements tracked during these ex-
periments showed that the eyes tended to
saccade between the horizontal extremes of
the figures. They did not move smoothly
along the outline of the figure, in contrast to
the hand movement (23). This makes it un-
likely that our results are a direct function of
either eye movement or gaze.

During the illusion task, the visualized
arm path is represented in the discharge
pattern of PMv cells at the same time that
the actual trajectory is contained in the M1
population activity. Behavioral analyses
suggest that two separate visual systems
may be operational in volitional arm move-
ment (24). The first, termed “vision for
action,” is relatively immune to illusion
and used to map visual targets to movement

coordinates. The other system, “vision for
perception,” leads to perception or con-
scious registration of visual objects. Our
results show that the PMv activity is con-
sistent with the behavioral category of vi-
sion for perception, whereas the M1 has
responses congruent with vision for action.
The PMv projects to area 12 (25) and to
area 46 (26 ) in the prefrontal cortex as well
as to the M1. Area 12 is considered to be
near the top of the ventral stream hierarchy
for object recognition, and area 46 has the
same presumed position in the dorsal
stream (spatial processing) (27). In this
regard, the PMv can be considered a node
that is common to two systems; it may be a
link between object-based perception and
the resulting object-dependent movement.
Cell activity in the prefrontal cortex was
associated with the topological features of
drawn figures (28, 29). During drawing, the
PMv-prefrontal pathway may be used for
comparing dynamic, incremental informa-
tion of the movement’s progress against a
more static topological construct. This cor-
responds to the idea that the prefrontal
cortex is critical for making behavioral pre-
dictions or guesses based on remembered
sensory information, analogous to an inter-
nal model (24).

The appearance of a bimodal lag distribu-
tion in the PMv (SOM text, “Timing”) sug-
gests that two subpopulations may exist in
this region: one group related to late visual
feedback and an earlier group related to a
feed-forward motor command signal. The
dissociation of vision for action and vision
for perception might be supported if the two
PMv groups projected differentially, for in-
stance to M1 and area 46. However, when the
PMv population was divided into two parts,
based on the histogram in Fig. 2 (21), the
neural trajectories of both subpopulations
matched the illusory hand path. Interestingly,
when the same procedure was carried out on
the M1 population, the “late” neural trajecto-
ry had an eccentricity that fell between those
of the actual and illusory trajectories, whereas
the “early” population output matched the
actual hand path. Although these populations
are small, the results suggest that there may
be a subset of cells in the M1 that are influ-
enced by the visual display or perception of
the movement in a way that is similar to those
in the PMv. This subset of M1 cells that
encode the trajectory after it takes place may
receive PMv input. If so, the representation
provided by these cells appears to be subor-
dinate to the overall M1 population. Al-
though perception and action may be more
or less represented in different neuronal
populations and even separated by cortical
area, the neural operations that take place
to form a percept or that lead to a move-
ment decision are problems we can now

M1

PMv

Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5Fig. 3. Illusion task tra-
jectories. Top row is five
cycles from M1 units.
Bottom row is from the
PMv. The hand trajecto-
ry is blue, cursor trajec-
tory is green, and neural
trajectory is red. Each
displayed trajectory is the mean across five repetitions.

Fig. 4. Eccentricities of il-
lusion and control trajec-
tories. Error bars are the
95% confidence intervals
calculated across five rep-
etitions of the task.
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address with the combination of these be-
havioral methods and population-based
neurophysiology.
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RNA Leaching of Transcription
Factors Disrupts Transcription in

Myotonic Dystrophy
A. Ebralidze, Y. Wang, V. Petkova, K. Ebralidse, R. P. Junghans*

Myotonic dystrophy type 1 (DM1) is caused by a CUGn expansion (n � 50 to
5000) in the 3� untranslated region of the mRNA of the DM protein kinase gene.
We show that mutant RNA binds and sequesters transcription factors (TFs),
with up to 90% depletion of selected TFs from active chromatin. Diverse genes
are consequently reduced in expression, including the ion transporter CIC-1,
which has been implicated in myotonia. When TF specificity protein 1 (Sp1) was
overexpressed in DM1-affected cells, low levels of messenger RNA for CIC-1
were restored to normal. Transcription factor leaching from chromatin by
mutant RNA provides a potentially unifying pathomechanistic explanation for
this disease.

Myotonic dystrophy type 1 (DM1) is an au-
tosomal dominant disorder linked to a mono-
allelic expansion of the CTGn repeat in the 3�
untranslated region of the DM protein kinase
gene (DMPK); healthy individuals have re-
peats of n � 5 to 37, whereas affected indi-
viduals have repeats of n � 50 to 5000 (1).
The mechanism of DM1 pathogenesis and its
multisystem presentation has spawned many
hypotheses (2–8), but a satisfyingly unifying
concept has yet to emerge.

We hypothesized that DMPK mutant
RNA might exert its deleterious effects
through a transcriptional mechanism by di-
rect binding of basic transcription factors
(TFs). Because mutant RNA is known not to
transport to the cytoplasm but to coalesce into
ribonucleoprotein (RNP) foci in the nucleus
(9, 10), this association had the potential to
divert these factors from their essential tran-
scriptional functions.

If TFs are selectively sequestered by mu-
tant RNA in DM1-affected cells, it should be
possible to show mutant RNA but not other
RNAs in complex with the affected TFs in
vivo (11). As a cell source, we applied the
widely used model of MyoD-generated
“myocytes” from normal and DM1 subjects,
which leads to equivalent muscle-specific
DMPK gene induction in control and mutant
cells: Control cells express only wild-type
DMPK mRNA; DM1 cells express both wild-
type and mutant RNAs (10). DM1 cells
(CTG100) showed selective DMPK mutant
RNA coprecipitation (dual bands; Fig. 1)
with TFs Sp1 and retinoic acid receptor gam-
ma (RAR�) and, as a positive control, CUG-

binding protein 1 (CUGBP1), for its known
affinity for mutant versus wild-type DMPK
mRNA in vivo (4). �-Actin and �-actin
mRNAs were not detectable in any of the
complexes. In contrast, DMPK mutant RNA
was not coprecipitated with nuclear pore pro-
teins complex, nuclear pore component
NUP153, or platelet-derived growth factor
(PDGF) membrane receptor. With control
cells, no DMPK wild-type mRNA (single
band) was recovered bound to any of the
proteins. Equivalent results were obtained
with a second DM1 cell line, GM03132
(CTG2000) (12). These data demonstrate that
TFs are selectively complexed in vivo by
mutant, but not by wild-type, DMPK mRNA
or heterologous (�- or �-actin) mRNAs.

To address the core mechanistic element
of this hypothesis, i.e., that TFs are depleted
from their sites of action in mutant RNA–
expressing cells, we examined whether mu-
tant RNA binding of TFs correlated with a
disturbance to their normal distribution
among nuclear compartments. For TFs, we
studied representatives of three classes, asso-
ciated nominally with cell maintenance (Sp
family, Sp1 and Sp3); activation (signal
transducer and activator of transcription fam-
ily, STAT1 and STAT3); and differentiation
(RAR�). For 4 weeks after MyoD induction,
control cells maintained their stable distribu-
tion, with RAR� residing mainly in chroma-
tin instead of RNP (Fig. 2, A and B). In
contrast, over the same period, DM1-affected
cells showed a progressive decline in the ratio
of TF in chromatin versus that in RNP, such
that RNP became the dominant site. At 4.5
weeks, all four DM1-affected lines showed a
similar, pronounced fivefold redistribution of
RAR� toward the RNP (Fig. 2, C and D, top).

The four other TFs from the Sp and STAT
families (Fig. 2D, bottom) were all nearly
absent from RNP before mutant RNA induc-
tion, which precluded a derived baseline
chromatin/RNP ratio (	10). After 3 weeks of
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