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· Concrete, direct description.
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· The authors are very clear about the two issues they are concentrating on namely validity and efficiency and very clearly describe both. Every notation that is used in the paper as well as the goals to be achieved are very beautifully presented in the same paragraph. This gives a very clear picture to the readers as to why the variables are being defined and what to expect from them. It is also very interesting to note that every sentence in the paragraph starts with something we know from before. The  itemization of the goals is also very nice.

In many situations a researcher does not have the framework of a population about which he tries to estimate some properties. The lack of information about the framework of the population makes it impossible to create a systematic sampling procedure of the elements in the population. In such situations substitutions are often made by using a framework directly or indirectly related to the elements of the population. For example, in order to estimate the number of diabetics in a nation, households can be selected as a sample frame. A researcher may randomly select households, and then collect information from diabetics fond in the selected households or from diabetics who are related to the selected households (Sirken et al. 1975). In order to estimate the number of people with neurological problems, clinics and hospitals may be selected as a sample frame (Sirken, 1975). In these examples, households, clinics, or hospitals are called ``enumeration units'' in sample surveys, while diabetics and people with neurological problems are called ``populations elements'' whose parameters are being estimated. The multiplicity method in sampling can be used when enumeration units in the sample surveys are not identical to the population elements (Sirken, 1974). When different units are used to select population elements, it is essential to link the two distributions. In other words, it becomes essential to estimate the probabilities of selecting population elements from the probabilities of selected enumeration units.
· This paragraph conveys a complex idea, but by giving an example it makes it a lot easier to imagine and keep track of the households and the individuals. It is long, but by giving examples it actually makes the concepts easier to understand. This paper defines concepts that might be as simple as population elements, and it holds the reader's hand through the paragraph.
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· This passage is easy to read because each paragraph contains only one idea. 
· The first paragraph right away indicates that the author is talking about characters in a string and how close they have to be to be considered in common.  The reader is then told simply what happens to the characters in common and also the other characters. The author even even emphasizes that each string has the same number of assigned characters and closes the main idea in the paragraph.
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· Clear, straightforward procedural description.

Lineup ROCs look somewhat different from diagnostic ROCs in the medical literature because the HR and FAR do not each span the range from 0 to 1. For example, a diagnostic test in medicine that uses the most liberal cutoff will have a HR of 1.0 and a FAR of 1.0 (i.e., everyone tested will be diagnosed as having the disease), but the highest FAR for a lineup will be lower. Consider, for example, an eight-member lineup consisting of one suspect and seven foils, as in Brewer and Wells (2006). In a fair lineup involving an innocent suspect (one who does not look more like the perpetrator than the other seven members of the lineup), the maximum FAR—which would be obtained if participants used such a liberal confidence cutoff that they always identified someone from a target-absent lineup—would be 1/8, or 0.125. Thus, unlike the ROC data shown in Figures 2 and 3, in which the FAR on the x-axis ranges from 0 to 1, the FAR for a (fair) eight-member lineup will range from only 0.0 to 0.125. In addition, unless memory is perfect, the HR will be less than 1.0 even if participants always identify someone from a target-present lineup. Generally speaking, a lineup ROC looks like a truncated version of the ROCs shown in Figures 2 and 3 (cf. Clark et al., 2011).
· This paper seemed a bit too wordy for my taste; but it was also one of the first papers published in the eyewitness identification literature proposing ROC analysis as a potential tool, so I understand why its lengthiness was necessary. 
· It's a very easy-to-read paper because much of the writing is conversational, and many of the ideas are illustrated with dummy examples before they're applied in a new way to eyewitness identification. 
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· Describing a process or algorithm as a numbered list makes it much easier to follow.  It is easier go back and remind myself what the previous step was I read through the sequence.  But as opposed to a short bulleted list there is still enough room for some explanation with each step to give the reader a better overall understanding. 
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· Notice that they give some discussion to the updates and explain a little more.  Plus the important equations are offset as equation environments.  Made it much easier to read and extract what I needed from it.

[bookmark: _GoBack]Table 2 lists the basic set of plyr functions. Each function is named according to the type of input it accepts and the type of output it produces: a = array, d = data frame, l = list, and _ means the output is discarded. The input type determines how the big data structure is broken apart into small pieces, described in Section 3.1; and the output type determines how the pieces are joined back together again, described in Section 3.2.
· This article does a great job explaining the idea behind the core details of the paper, and slowly building the readers into the details. For example, in this paragraph the author has formalized what he had hinted at informally in the examples of the previous section, and it feels like an appropriate time to introduce this key idea. Once this idea is in mind, the details of the section become much easier to understand. 
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‘The bootstrap method for the one-sample problem is extremely simple, at least in
principle:

1. Construct the sample probability distribution £, putting mass 1/n at each
Point Xy, Xy, Xy, Xy

2. With £ fixed, draw a random sample of size r from , say
24 Xp = X XP ~ L2 ,n
Call this the bootstrap sample, X* = (X£, X, - - -, X2), x* = (xf, x§, -, x).
Notice that we are not geting a permutation distribution since the values of X* are
selected with replacement from the set {x), X, .. ., %,}. As a point of comparison,
the ordinary jackknife can be thought of as drawing samples of size n — 1 without
replacement.

3. Approximate the sampling distribution of R(X, F) by the bootstrap distribution
of
(25) R* = R(X*, F),
ie., the distribution of R* induced by the random mechanism (2.4), with F held
fixed at its observed value.
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Since £im ~ Pois(—¢ In(1 — p;)), using the conjugacy be-
tween the gamma and Poisson distributions, we have

Sl (Lm0 i} ~

m(wu > l.m,7172l¢‘:lh(17")). an

Notice that marginalizing out G, in £,,
Pois(=¢m 3,0, In(1 = i) results in £, ~ NegBin(y.
o in = 22U heretore, we can use the same
data augmentation technique by sampling a latent count 7, for
£, and then sampling ~y using the gamma Poisson conjugacy
as

Pr(ln = e, 0) = Ry (b 1), b
ol 82053~ (“’ X m)
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A State-Space Mixed Membership Blockmodel for Dyna... 8 /35

over every latent membership label {Z;_,., Z;.} defined by the relevant 7;.
In this paper, to capture non-trivial correlations among the weights (i.e., the
individual elements within 7;) of all latent roles of a vertex, and to allow one
to introduce dynamics to the roles of each actor when modeling temporal
processes such as a cell cycle, we employ a logistic-normal distribution over
a simplex (Aitchison and Shen, 1980; Aitchison, 1986; Ahmed and Xing,
2007). The resulting model is referred to as a logistic-normal MMSB, or
simply LNMMSB.

Under a logistic normal prior, assuming a centered logistic transforma-

tion, the first sampling step for 7 = [m;1,..., 7 k| in the canonical mixed
membership generative model above can be broken down into two sub-steps: "
first draw ; according to: \"/
6 5 ~ Normal(f, £);
I
N’
N’
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DYNAMIC NETWORK TOMOGRAPHY 9

then map it to the simplex via the following logistic transformation:

(2) mx = exp{n.—CH)}, Vek=1,...,K
K

(3) where c¥,) = log( Z eXP{’Yi,k})-
k=1

Here C(¥;) is a normalization constant (i.e., the log partition function).
Due to the normalizability constrain of the multinomial parameters, 7; only
has K — 1 degree of freedom. Thus we only need to draw the first K — 1
components of 4, from a (K — 1)-dimensional multivariate Gaussian, and
leave 7; , = 0. For simplicity, we omit this technicality in the forth coming
general description and operation of our model.

Under a dynamic network tomography model, the prior distributions of
role weights of every vertex Pj(-), and the role-compatibility matrix B,
can both evolve over time. Conditioning on the observed network sequence
{G(l) ....,GM }, our goal is to infer the trajectories of role vectors ﬁé” in the
latent social space or biological function space. In the following, we present
a generative model built on elements from the classical state-space model
for linear dynamic systems and the static logistic normal MMSB described
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bility measure over the (n + 1, ..., Ypy1). In genera
we let P denote P” or P"*! depending on the context.

The prediction set problem has a natural connection to density
level sets and density-based clustering. Given a random sample
from a distribution, it is often of interest to ask where most of
the probability mass is concentrated. A natural answer to this
question is the density level set L(r) = {y € R¢ : p(y) > 1},
where p is the density function of P. When the distribution
P is multimodal, a suitably chosen ¢ will give a clustering of
the underlying distribution (Hartigan ). When 1 is given,
consistent estimators of L(z) and rates of convergence have
been studied in detail (Polonik ; Tsybakov ; Baillo,
Cuestas-Alberto, and Cuevas ; Baillo ; Cadre ;
Willett and Nowak ; Rigollet and Vert ; Rinaldo and
Wasserman ). It often makes sense to define ¢ implicitly
using the desired probability coverage (1 — «):

t()=inf{t: P(L()>1—a}. 2)
Let 1(-) denote the Lebesgue measure on R?. If the contour

{y : p(y) = t(a)} has zero Lebesgue measure, then it is easily
shown that

C® := L(t()) = arg mcin w(), 3)
where the min is over {C : P(C) > 1 — «}. Therefore, the

density-based clustering problem can sometimes be formulated
as estimation of the minimum volume prediction set.
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1.2 Main Results

Let C, be a prediction set. There are two natural criteria to
measure its quality: validity and efficiency. By validity, we mean
that C,, has the desired coverage for all P [e.g., in the sense of
(1)]. We measure the efficiency of C, in terms of its closeness
to the optimal (oracle) set C®. Since p is unknown, C® cannot
be used as an estimator but only as a benchmark in evaluating
the efficiency. We define the loss function of C,, by

R(Cy) = p (C,AC™), (CY

where A denotes the symmetric set difference. We say that C,
is efficient at rate r, for a class of distributions P if, for every
P eP, P(R(C,)>r,) —> 0 as n — oo. Such loss functions

have been used, for example, by Chatterjee and Patra ( )
and Liand Liu ( ) in nonparametric prediction set estimation
and by Tsybakov ( ) and Rigollet and Vert ( ) in density

level set estimation.
In this article, we construct C,, with the following properties.

1. Finite sample validity: C,, satisfies (1) for all P and n under
no assumption other than iid.

2. Asymptotic efficiency: C, is efficient at rate (logn/n)‘r=
for some constant c,, , > 0 depending only on the smooth-
ness of p.

3. For any y € R¢, the computational cost of evaluating
1(y € Cy) is linear in n.

Our prediction set is obtained by combining the idea of con-
formal prediction (Vovk, Gammerman, and Shafer ) with
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AN APPLICATION OF THE FELLEGI-SUNTER MODEL 12/ 22

If ¢=0,then ®=0.

Two characters are considered in common only if they are no further apart than (m/2 - 1) where
m = max(d,r). Characters in common from two strings are assigned; remaining characters
unassigned. Each string has the same number of assigned characters.

The number of transpositions is computed as follows: The first assigned character on one string
is compared to the first assigned character on the other string. If the characters are not the same,
half of a transposition has occurred. Then the second assigned character on one string is
compared to the second assigned character on the other string, etc. The number of mismatched
characters is divided by two to yield the number of transpositions.

If two strings agree on a character-by-character basis, then the Jaro string comparator @ is set
to W,+W,+W,, which is the maximum value that ® can assume. The minimum value that the ® L
can assume is 0, which occurs when the two strings have no characters in common (subject to N
the above definition of common).

For present matching applications, W,, W,, and W, are arbitrarily set to 1/3. The new string
comparator metric basically modifies the basic string comparator according to whether the first
few characters in the strings being compared agree. Specifically, fori=1,2, 3,4,
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4-1. General points Tabl
Procrustes analysis comprises a well-developed set of tools for similarity, reflection similarity Journ
and affine shape analysis (Dryden & Mardia, 1998). The methodology is recast here in a form
that will facilitate its extension in § 4-2 to projective shapes. This Article
One of the key objectives in Procrustes analysis is to define a distance between the shapes . e (20
of any two configurations. The subject was developed largely in the context of similarity and 'Odmfit:r% 5 ](05
reflection similarity shape. A Procrustes distance is based on Euclidean distance, but with four
main steps used to deal with the transformation parameters. Show PDF in fi

Abstract Free
Step 1. Standardization. Some of the transformation parameters are removed by standardizing
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Step 2. Embedding. An embedding is a map from the space of preshapes to a Euclidean space Classificatic
that removes either some, in the case of a partial embedding, or all, in the case of a full embedding,
of the transformation parameters remaining after Step 1. An embedding must be injective so that

preshapes from different equivalence classes remain different after embedding.

Article
Services

. . . L. Article metrics
Step 3. Optimization. The Euclidean distance between two embedded preshapes is minimized
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Step 3 is a distance between any two shapes. The infinitesimal behaviour of this distance defines
a Riemannian metric on shape space, possibly after avoiding the shapes of certain singular con-
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