
The Normal Distribution
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TheNormal Distribution is a commondis-
tribution in statistics.We’ve seenit before,
it is a bell-shapeddistribution. Many types
of datafollow thisdistribution—e.g., IQ test
scoresand physicalmeasurementdata like
heightsandweights.

� Let
�

denoteaNormalrandomvariable.� � denotesthemeanof thedistribution,and
it determinesthecenterof symmetryof the
distribution.� � denotesthestandarddeviation,andit de-
termineshow wide thedistribution is.



TheStandard NormalDistribution

Thisdistribution is simplya NormalDistri-
bution with mean,� � � , andstandard de-
viation, � � � . We canconvert Normalran-
domvariablesto Standard NormalRandom
Variableasfollows:

� Let
� 	 
 � �
����� . Then

� � � � ��
is aStandardNormalrandomvariable.� Forexample,If

� � ���
, and

� 	 
 ������� � ��� � ,
then

� � ����� ��������
� ������� ��� �"!�!#�



Probability: AreaUndertheCurve
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, by calculatingtheareaunder
thecurvebetweenthetwo verticallines.

Wecanusethe68–95–99.7percentrule to obtainanap-
proximationto thisvalue:� Since2 is two sdfrom themean,% �,� ' ( � � � �"�.-/�

.� Since1 is onesdfrom themean,% �0� ' � � � � �"132
.� Wecancombinetheseto find

% �&�4' � ' ( � � % �0� ' ( � � % �0� ' � �� � �5�.-/�6� � �"132
� � �7�*!��8�



WhyStandardize?

WeusetheStandardNormalDistributionfor
thefollowingreasons:

9 So we can look up probabilitieson a
singletable(note,for our purposesin
thisclass,all weneedto useis the68–
95–99.7percentrule and linear inter-
polation).9 SowecancompareNormalrandomvari-
ablesondifferentscales(recallthehome-
work questionwhereyoucomparedIQ
testscores).

WhytheNormalDistribution?

TheNormal Distribution is importantfor a
numberof reasons:

9 Lots of commondatafollow the Nor-
maldistribution.9 Wecanapproximateotherdistributions
with it.9 It hasniceproperties,like the68–95–
99.7percentrule.9 TheCentralLimit Theorem.



Non-normal Distributions
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The binomial distribution is a Non-normal
distribution. In somecases,however, it can
be approximatedby a Normal distribution.
Herearesomeexamples.



� Let
�

bea binomialrandomvariablewith< � � �=�
and > � (?�

.
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a Normal distribution with � � > < � ���
and � � > < �&�@� < � � A �

givesa fairly
goodapproximation.

In general,if
�

is abinomialrandomvari-
able,with successprobability < and > tri-
als, then the distribution of

�
canbe ap-

proximatedby aNormaldistribution with

1. � � > <
2. � � > < �&�@� < �



� Let
� B � � C � �D�D� � � E

be binomial random
variableswith < � � �)���

and > � 2F�
.
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Here,aNormaldistributionwith � � > < �+
and � � > < �&�@� < � � A �8�)�

approxi-
matesthebinomialdistribution fairly well.



TheNormalApproximationto theBinomial

In general, this approximationworkswell ifGIH J K AND GML �4N HPO6J K .
� In thefirst example,> < � > �&�@� < � � ���

.� In thesecondexample,> < � +
and > ���Q�< � � !32

.
� Consideronemoreexample:

� B � � C � �D�R� � � E
are binomial randomvariableswith < �
� �=(

and > � ���
.
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Here the Normal approximationis not as
good(thoughit’s not bad!),since > < � (
in thiscase.



The Central Limit Theorem

This theorem tells us two important things
about samplemeansof randomvariables.
Supposewetake repeatedsamplesof size G
from a distribution that hassomearbitrary
shape. Thenthe Central Limit Theoremas-
sertsthatwhenG is large:

9 Thedistributionof thesamplemeansis
Normal,with meanequalto themean
of theoriginaldistribution.9 The standarddeviation of the sample
meanswill equal the standarddevia-
tion of theoriginaldistributiondivided
by G , thesizeof thesample.

NOTE:

TheCentralLimit Theoremapplies,regard-
lessof the shapeof the original distribu-
tion fr om which wesample.

Thismeansthatif ourdatacomefrom askewedor multi-
modaldistribution with mean � andstandarddeviation
� , thenthedistributionof themeanof thatdistribution isS L �@T UV W O , where G is thesizeof thesamplewe usedto
calculatethemean.



What Does“When G is large” Mean?

Usually, G X Y � is “large”. Considerthefol-
lowing,highlyskeweddistribution.Thisdis-
tributionhasmean� � Z andstandarddevi-
ation � � [ Z .
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Now, takerepeatedsamplesfromthisdistribution—
first of size > � �

, then > � ���
, and finally> � !/�

. For eachsample,computethemean,and
thenplot the histogramof the samplemeansfor
eachsamplesize.



For > � �
:
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Already, thehistogramlooksfairly Normal!

For > � ���
:
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For > � !/�
:
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Noticethatthedistributionof thesamplemeanis
fairly normalevenwith samplesof size5.


