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Example 17: Consider the measure space (2, F, P), where Q = (0,1) and P is the Lebesgue measure.
Define the following series of functions:

h=1 fo=N01, =121, [f1=1g731),
Then L
fn — OVPv

but f,, does not convergence to 0 since limsup f,, # liminf f,.
Example 18: Consider

0if0<w< L
fn:{ n

Lify>1
w n

Then 1
lim f,(w)= ” Yw € (0,1)

n— oo

but f,, does not converge in L? even if f, € LP Vn.
Example 19: Consider

fn(w){nif0<w<’ll

Oifw>1

Then f, 2% 0 and Y;, & 0 where Y, = f,,(X) with X being a uniformly distributed random variable on
[0,1]. However, fol | fnldx = nVn,p > 1; hence f,, does not convergence in L? to 0.

Claim 15.1 LP convergence implies convergence in probability.
Almost sure convergence implies convergence in probability.

Proof: First part: prove it using Markov’s inequality.
Second part: fix € >0, 4, . = {| X, — X| > ¢}. Then A,, . is a decreasing sequence so that

lim P(A,,) = limsupP(4, ) <P(limsup A4, ) =0

n— oo

by Fatou’s lemma. [ ]

Lemma 15.2 Let {f,} and f be non negative functions in L*(Q, F, P). If f, < f, then S| fn—fldP =0
if and only if [ fodP — [ fdP (L' convergence).
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Proof: First part:

|/fn*/f|dP§/|fn—f|dP%0.

Second part: let g, = min{f,, f}; then g, < f a.e. and [g, — [ f by dominated convergence theorem.

o /|fn—f|dP:/fndP+/fdP—Q/g,LdP—>/fdP+/fdP—2/fdP:O.

Corollary 15.3 Let i, and pu be measures on (Q, F,v) with ji,(A) = [, fadvy, and p(A) = [, fr VA e F.
If () = pn () < 0o and f, 2> f, then

sup [jin (A) — u(A)] < / [ — fldv — 0.
AcF

15.1 Strong law of large numbers
Definition 15.4 (Tail o—field) Let 1, = o({X;,i > n}). The tail o-field is defined as T = Ny 7y,

Events in 7 are not affected by changes in a finite number of terms in the sequence.
Some examples of tail events:

o {lim, X,, =z};
e {>, X, converges };

e sup,, X, is measurable with respect to 7.

Theorem 15.5 (Kolmogorov 0-1 law) Let {X,,} be a sequence of independent random variables. If A € T,
then P(A) is either 1 or 0.

Proof: Let U, = o({X; : i < n}) and U = U,U,,. Then U is not a o-field. Let B € U, A € 7, then
B eU = 3dngs.t. BeU,,. Butsince A €7, then A € 7,,41. Then

P(AN B) = P(A)P(B),

ie U and 7 are independent, hence o(U) is independent of .
On the other hand, 7 C o(U); hence 7 is independent of itself. Therefore

P(AN A) = P(A)P(A) VA € T.

This equality is satisfied if and only if P(A) is either 0 or 1. |

Theorem 15.6 (First Borel Cantelli Lemma) Let { A, } be a sequence of events in F such thaty_, -, P(4,) <
0o. Then B

P(limsup A,) =0
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Proof: Let B; = U2

> ;An. Then B; is a decreasing sequence, and

lmP(B;) = P(lim B;) = P(N; B;) = P(limsup A,,).

Then
<Z]P’ ) — 0asi— oo.

Theorem 15.7 (Second Borel Cantelli Lemma) Let {An} be a sequence of independent events in F and
> n>1P(An) = oo, Then P(limsup A,) = 1

Corollary 15.8 If X,, & X, then 3{n;} st. X, = X.

Proof: Wlog consider ny > ni_1 and ]P’(d(XmX) > 5% ) . Then Zk (P(d(Xp,, X) > 55) < co. By
the first Borel Cantelli lemma P(d(X,,, X) > 57 i.0.) = Hence X, 2 X Vw € A°, P(A°) = 1. [ |

15.1.1 Completeness of L” spaces

Definition 15.9 Let (X,d) be a metric space. A sequence {X,} C x is Cauchy if Ve > 0 In s.t. Vn,m >
N, d(Xp, X)) < €

Example: Let X = Q, d(z,y) = [z—y|. Thenz, = (1+ %)n but z,, — e ¢ Q. Therefore Q is not complete.

Claim 15.10 If z,, is Cauchy and a subsequence converges to x, then the whole sequence converges to .

Lemma 15.11 LP spaces are complete.

15.2 Strong Law of Large Numbers

Theorem 15.12 (Kolmogorov’s maximal inequality) Let X1, ..., X, be independent random variables with
mean 0 and finite variance. Let S = Zle X, k=1,...,n; then

Var(S,
P( max |S; > €) ar(2 )
=1,....,.n €
Theorem 15.13 Let X1, ..., X, be independent random variables with mean 0 and bounded variance. If

S Var(X;) =Y 1 0 < oo Vn, then IS s.t. S, = Se almost surely and in L? with E[S%] = Y2, 02.

Proof: L? convergence follows from completeness of the space L2.
For almost surely convergence: S, is almost surely Cauchy if sup,, ,~, [Sp — S| 2% 0 Vn. This occurs if
P(sup,, 4~ |Sp — S¢| > €) — 0Ve by the homework. [ |



