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Example 17: Consider the measure space (Ω,F , P ), where Ω = (0, 1) and P is the Lebesgue measure.
Define the following series of functions:

f1 = 1, f2 = 1(0,1/2], f3 = 1[1/2,1), f4 = 1[2/3,1), . . .

Then
fn

Lp

−−→ 0 ∀p,

but fn does not convergence to 0 since lim sup fn 6= lim inf fn.
Example 18: Consider

fn =

{
0 if 0 < ω < 1

n
1
ω if ω ≥ 1

n

Then

lim
n→∞

fn(ω) =
1

ω
∀ω ∈ (0, 1)

but fn does not converge in Lp even if fn ∈ Lp ∀n.
Example 19: Consider

fn(ω)

{
n if 0 < ω < 1

n

0 if ω ≥ 1
n

Then fn
as−→ 0 and Yn

p−→ 0 where Yn = fn(X) with X being a uniformly distributed random variable on

[0, 1]. However,
∫ 1

0
|fn|dx = n ∀n, p ≥ 1; hence fn does not convergence in Lp to 0.

Claim 15.1 Lp convergence implies convergence in probability.
Almost sure convergence implies convergence in probability.

Proof: First part: prove it using Markov’s inequality.
Second part: fix ε > 0, An,ε = {|Xn −X| > ε}. Then An,ε is a decreasing sequence so that

lim
n→∞

P(An,ε) = lim
n

supP(An,ε) ≤ P(lim
n

supAn,ε) = 0

by Fatou’s lemma.

Lemma 15.2 Let {fn} and f be non negative functions in L1(Ω,F , P ). If fn
as−→ f , then

∫
|fn− f |dP → 0

if and only if
∫
fndP →

∫
fdP (L1 convergence).
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Proof: First part:

|
∫
fn −

∫
f |dP ≤

∫
|fn − f |dP → 0.

Second part: let gn = min{fn, f}; then gn ≤ f a.e. and
∫
gn →

∫
f by dominated convergence theorem.

Then ∫
|fn − f |dP =

∫
fndP +

∫
fdP − 2

∫
gndP →

∫
fdP +

∫
fdP − 2

∫
fdP = 0.

Corollary 15.3 Let µn and µ be measures on (Ω,F , ν) with µn(A) =
∫
A
fndνn and µ(A) =

∫
A
fν ∀A ∈ F .

If µ(Ω) = µn(Ω) <∞ and fn
as−→ f , then

sup
A∈F
|µn(A)− µ(A)| ≤

∫
|fn − f |dν → 0.

15.1 Strong law of large numbers

Definition 15.4 (Tail σ−field) Let τn = σ({Xi, i ≥ n}). The tail σ-field is defined as τ = ∩nτn

Events in τ are not affected by changes in a finite number of terms in the sequence.
Some examples of tail events:

• {limnXn = x};

• {
∑
nXn converges };

• supnXn is measurable with respect to τ .

Theorem 15.5 (Kolmogorov 0-1 law) Let {Xn} be a sequence of independent random variables. If A ∈ τ ,
then P(A) is either 1 or 0.

Proof: Let Un = σ({Xi : i ≤ n}) and U = ∪nUn. Then U is not a σ-field. Let B ∈ U,A ∈ τ , then
B ∈ U ⇒ ∃n0 s.t. B ∈ Un0

. But since A ∈ τ , then A ∈ τn0+1. Then

P(A ∩B) = P(A)P(B),

ie U and τ are independent, hence σ(U) is independent of τ .
On the other hand, τ ⊂ σ(U); hence τ is independent of itself. Therefore

P(A ∩A) = P(A)P(A) ∀A ∈ τ.

This equality is satisfied if and only if P(A) is either 0 or 1.

Theorem 15.6 (First Borel Cantelli Lemma) Let {An} be a sequence of events in F such that
∑
n≥1 P(An) <

∞. Then

P(lim supAn) = 0
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Proof: Let Bi = ∪∞n=iAn. Then Bi is a decreasing sequence, and

lim
n

P(Bi) = P(limBi) = P(∩iBi) = P(lim supAn).

Then

P(Bi) ≤
∞∑
n=i

P(An)→ 0 as i→∞.

Theorem 15.7 (Second Borel Cantelli Lemma) Let {An} be a sequence of independent events in F and∑
n≥1 P(An) =∞. Then P(lim supAn) = 1.

Corollary 15.8 If Xn
p−→ X, then ∃{nk} st. Xnk

as−→ X.

Proof: Wlog consider nk > nk−1 and P(d(Xn, X) > 1
2k

) < 1
2k

. Then
∑∞
k=1 P(d(Xnk

, X) > 1
2k

) < ∞. By

the first Borel Cantelli lemma P(d(Xnk
, X) > 1

2k
i.o.) = 0. Hence Xnk

as−→ X ∀ω ∈ Ac, P(Ac) = 1.

15.1.1 Completeness of Lp spaces

Definition 15.9 Let (X, d) be a metric space. A sequence {Xn} ⊂ χ is Cauchy if ∀ε > 0 ∃n s.t. ∀n,m >
N, d(Xn, Xm) < ε.

Example: Let X = Q, d(x, y) = |x−y|. Then xn =
(
1 + 1

n

)n
but xn → e /∈ Q. Therefore Q is not complete.

Claim 15.10 If xn is Cauchy and a subsequence converges to x, then the whole sequence converges to x.

Lemma 15.11 Lp spaces are complete.

15.2 Strong Law of Large Numbers

Theorem 15.12 (Kolmogorov’s maximal inequality) Let X1, . . . , Xn be independent random variables with

mean 0 and finite variance. Let Sk =
∑k
i=1Xi, k = 1, . . . , n; then

P( max
k=1,...,n

|Sk > ε) ≤ Var(Sn)

ε2

Theorem 15.13 Let X1, . . . , Xn be independent random variables with mean 0 and bounded variance. If∑n
i=1 V ar(Xi) =

∑n
i=1 σ

2
i <∞ ∀n, then ∃S∞ s.t. Sn → S∞ almost surely and in L2 with E[S2

∞] =
∑∞
i=1 σ

2
i .

Proof: L2 convergence follows from completeness of the space L2.
For almost surely convergence: Sn is almost surely Cauchy if supp,q>n |Sp − Sq|

as−→ 0 ∀n. This occurs if
P(supp,q>n |Sp − Sq| > ε)→ 0∀ε by the homework.


