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Introduction Incorporating Structure The p-filter algorithm 

Multiple comparisons & FDR control

Why you should care?

1. Crucial for reproducibility in science. Benjamini Hochberg’s 1995

FDR paper has over 30,000 citations (Google Scholar).

2. Nearly everybody in this room has worked on it (Can, Don, Ef, Has,

Ioa, Joh, Mon, Ow, Rom, Sieg, Su, Tay, Tib, Wag, Zha, ...).

3. Many people who have worked on it, were once in this room (Bar,

Ch, Fit, G’S, Jav, Lee, Sto, Sun, Was, Tib, ...).

Central Question:

When testing n di↵erent null hypotheses simultaneously, how do we

determine which e↵ects are significant? and take prior structural

knowledge into account while doing this?

When a null hypothesis is rejected, we say a discovery has been made.
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Multiple comparisons & FDR control

Unknown set of true nulls : H0 ✓ [n].

Declared set of rejected nulls (discoveries) : bS ✓ [n].

• False discovery proportion:

FDP =

# false discoveries

total # discoveries
=

|H0 \ bS|
|bS|

• False discovery rate FDR = E [FDP].

Aim: Make (many) discoveries with the guarantee that the

FDR is smaller than pre-specified level ↵.
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Multiple comparisons & FDR control

Let P := {P1, ..., Pn} denote our list of p-values.

Benjamini-Hochberg’95 (BH) procedure: Reject all Pi smaller than a

data-dependent threshold tBH = t(P ) 2 [0, 1].

• Suppose we declare as a discovery all p-values below threshold t,

FDP(t) =
|H0 \ bS|

|bS| ⇡ t · |H0|
#{i : Pi  t}  t · n

#{i : Pi  t} =

dFDP(t)

• tBH := max t with dFDP(t)  ↵

Rephrase: find largest j such that P(j)  ↵j/n, reject P(1), ..., P(j).

• Guaranteed to control FDR at level ↵

if p-values are independent or positively dependent (PRDS)

5/22

Benjamini-Hochberg (BH) 

False Discovery Rate (FDR) 

Multiple comparisons & FDR control

How can we incorporate additional information into the FDR
control problem?

• If the hypotheses have a natural clustered / hierarchical structure,

how can we take this into account?

• You may want to group together hypotheses that are likely to be

null together or be non-null together.

• In spatio-temporal applications, it might be natural to group

hypotheses by space or time or space-time blocks. “Discovery at

time/location x makes discoveries around x more likely”.

• In genetics, certain genes/proteins might be known to act together,

or have similar molecular structure.
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Goal (in English)

• Given n hypotheses with p-values P := {P1, . . . , Pn}
Eg: Imagine they are placed in a r ⇥ c grid, n = rc.

• Given M partitions (disjoint subsets of P , whose union is P )

Partition 1 could be the set of all singletons,

Partition 2 could be the set of all rows, and

Partition 3 could be the set of all columns.

• Goal: select set bS ✓ [n] such that FDR is bounded

simultaneously for partition 1, 2, . . . ,M .
Few falsely discovered singletons,

Few falsely discovered rows,

Few falsely discovered columns.
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Goal (in English) 

Goal (in Math)

Input partitions:

• mth Partition of [n] = Am
1 [ · · · [Am

Gm

• Null groups H0
m = {g : Am

g ✓ H0}
Output discoveries: bS ✓ [n]

• Selected groups bSm = {g : Am
g \ bS 6= ?}

• FDR control: E
h |H0

m\bSm|
|bSm|

i
 ↵m

p-Filter: will discover ˆS ✓ [n] such that FDR is simultaneously

controlled for all partitions.
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Simulation results

True signals p−filter BB BH

p-Filter: entries + rows + columns (3 partitions)

BB: entries + rows (2 partitions, constrained to be hierarchical)

BH: entries only

Target FDR: ↵
entries

= ↵
rows

= ↵
columns

= 0.2
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Simulation results
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The Global Null GH
0

Global Null GH0: test if P is entirely null.

Simes’86 (Improved Bonferroni): we reject GH0 if

9j : P(j) 
↵j

n
i↵ min

1kn

P(k) · n
k

 ↵

Closely related to BH: Simes rejects GH0 i↵ P passes BH(↵).
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Simes test for the global null 

p-Filter controls FDR, finds max legal threshold

Conservative null p-value assumption: for each i 2 H0,

P {Pi  t}
t

is an increasing function of t

PRDS assumption: for each i 2 H0,

P {P 2 increasing set | Pi = t} is an increasing function of t

Theorem 2

p-Filter finds max(

bT ), and it controls FDR simultaneously 8m:

FDR for partition m = E
"
|H0

m \ bSm|
|bSm|

#
 ↵m · |H

0
m|

Gm
8 m.

Furthermore, it halts in G1 +G2 + ...+GM + 1 outer loops.

Does not depend on order of specifying partitions.
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Warm-up (one partition: given G groups, control FDR)

For a group P g of p-values, define Simes p-value of group as

Simes(P g
) = min

1kng

P g
(k) · ng

k
.

Single partition of G groups: Simes + threshold

• Summarize each group by its Simes p-value. Let

P ⇤
= {Simes(P 1

), Simes(P 2
), ..., Simes(PG

)}

• Reject all groups with Simes p-value smaller than tBH(P ⇤,↵).

Claim: This procedure controls group-FDR. Why?

Fact: Simes(P g
) is a p-value! (if P g ✓ H0, Simes(P g

) ⇠ U [0, 1])

Conservative under PRDS.
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The p-Filter algorithm

Input: n p-values, M partitions, M FDR levels
Let t1 = ↵1, . . . , tM = ↵M . Repeat m = 1, . . . ,M , until no change:

• For the mth partition, Simes+thresholding

— Calculate Simes p-values Pm
:= {Pm

1 , . . . , Pm
G }

— Reject all groups whose Pm
g  tm.

• bS := {Pi : in every partition, Pi’s group was selected}, intersect
Let bSm be the discovered groups in partition m, induced by bS.

• Estimate FDP’s for each partition: correction

dFDPm =

tm ·Gm

|bSm|
 approx. # false discoveries

 # discoveries

If dFDPm > ↵m, reduce tm until dFDPm is  ↵m (discrete search)

Note: Simes and BH are special cases when M = 1. 16/22

Intuition from the one-partition case 

p-filter : Generalization to multiple partitions 

Assumptions and Guarantees 
Legal Thresholds

Let bT be the set of legal thresholds (t1, ..., tM ), i.e. s.t. dFDPm  ↵m

Theorem 1 (informal)

bT has a well-defined “maximum”, one of G1 ⇥ G2 ⇥ . . . ⇥ GM

possible points.
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Goal (in Math) 

p-filter: multilayer FDR control for grouped hypotheses 19
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Fig. 6. For time delay s = 6, original p-values (between 1 and 10�3) are plotted in
negative log-scale, one for each voxel in the brain, are plotted on the outside (lateral,
left) and inside (medial, right) of the brain. Red regions correspond to a high correlation
between semantic features and brain activity s = 6 seconds after stimulus presentation,
while blue regions correspond to very low correlation. (dark grey = no readings)

Fig. 7. The 90 regions of interest of the brain as used by our experiments, each in a
different color (the colors have no meaning, and are purely for easy visualization).

values, denoted Pv,s as before, for v = 1, ..., 41073 and s = 4, 6, 8. The second
partition uses temporal information to group Pv,4, Pv,6 and Pv,8 together for each
v (41073 many groups). The third partition uses spatial information to group
together Pv,s for all voxels v in the same ROI, for each s (90⇥3 many groups).
We set ↵

1

= 0.05,↵
2

= 0.05,↵
3

= 0.1. For s = 6, Figure 8 displays the rejected
p-values in red, and the non-rejected p-values in grey.

Fig. 8. For time delay s = 6, we display the final results obtained by the p-filter method,
with discoveries marked in dark red and non-discoveries in light grey.

The ground truth is, of course, unknown, and this example serves as one
possible way to construct layers and analyze the given brain data. It is now a
fairly standard procedure in neuroscience to use BH (in this case, directly on the
input 41073 ⇥ 3 p-values) — recall that this just corresponds to a special case
of our p-filter procedure, one that does not explicitly take temporal or spatial
structure into account. As mentioned earlier, when used to control FDR at
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Groups Output Input 

Example

True signals p−filter

BB BH
Data: Zi ⇠ N (µ, 1), Pi = 1� �(Zi).

BH: entries.

p-Filter: entries; columns.

BB: entries; columns.

Target FDR: ↵
entries

= ↵
columns

= 0.2
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