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Background & Introduction Data Pre-Processing

After the 2016 U.S. presidential election, o spike in reported hate crimes was reported by the The datoset contains 51 observations (50 U.S. Stotes ond District of B_F?I e e LT T 1T The original dataset was randomly sampled and split such that 70% of the data
media. The news website FiveThirtyEight compiled hate crime data from two sources. First, hate Columbia) and 12 variables (11 numerical and 1 categorical). Two response was in the training set and the remaining 30% was kept in the testing set.
crime data were reported by the FBI from 2010-2015. Second, hate incidents (events not as severe varigbles avg hatecrimes per 100k fb (pre-election) and
us hate _’3”'“95) data were reported by the Southern Poverty Law Center from November 3-18, 2016 hate crimes per 100k _splc (pust-election) were identified Since the two torget varichles identified are both continuous, different
(immediately ufter the election) and analysed separately. i regression models was used for our prediction, namely:
After the election, the rate of hate crimes Average Hate Crime based on U.S. Region Given the limited dota available, the intention was to preserve as much data B e Linearregression
I:ICI:EUSE[I :VE-;TJIL[IE ucrnssd.the _Cﬂ_l[IIHIrV- %03_ 05 possible, without offecting the model significantly. Missing volues e Best Subset Selection (BSS) using Buyes information criterion (BIC) and
. tID[lIIg e recEr mg e .ents ;‘, | | | identified in the response variobles were removed (i.e., 4 rows) ond those — “° 2 oo roomen TN Akoike information criterion (AIC) as model selection criterias
I(m.: IS tmnre '.EVE.TS tt. an justt dl:trln:;]as I =i ko S identified in the predictor variobles were imputed with the medion value  Pre-Election Post-Election e Renression Tree
SINCE NOT BYETY INCICEM 15 TEROrEd W e ¢ mi (i.e., 2 entries). Any dotum outside the IQR of the response variobles were ' e Random Forest
police, and the police are not required to ¢ darad iiare Th g . . 3 andom '_"ES _
rEpUrt tu i centrullzed dutuhuse) buth g consiaere IIT][][ITI[II]'[ UUt 18IS. Bstate l]I'E ICt[Ir CI]rIt[III]S lIrII[|I.IE St"ng :9 0.03- ® Extru Grudlent Bunstlng (XEBUDSt)
" <o0- entries, so It does not affect the regression analysis and was dropped. o :
dotosets ogree that the most hate crimes 157 Y 3 . / P 3 ® K-Nearest Neighbors (KNN)
. . g § § % o - '56- 0.02- ) . . . . .
are committed in the West and Northeast. 3 In order to optimize model performance, the FBI Response varigble was 2 | e Support-Vector Machine (SYM) using Linear, Polynomial and Radial Kernels
log-transformed, while the SPLC Response variable was not. Additionally, no o * e .
The objective of the study is to build the best predictive models for both the FBI data and SPLC qg o T P ' , i o N 001 o o s The metric used to evaluate the model performance for prediction wos “Mean
data. The predictor variables include socioeconomic demographics such as income inequality, significant [_'55[":'"“""5 were observed between any predictor ond 2 . ' = .':‘}:ﬂ:., cquared Error” (MSE) The model with the lowest MSE was chosen to be the
unemployment, education, poverty, and political opinion response variables. i — ) - '
' ' ' . Shareobzf 20160T4rump V%?ers Share %? 201601?rump \O/gters mUdEI Wlth thE hESt []Effl]rm[lnce.

Analysis & Result _ Conchsions

The hest predicting model for the FBI dataset is XGBoost, while
_ _ Performance of Models on FBI and SPLC Datasets: . L |
Best Model (FBI) AGBoost Best Model (SPL[:) Random Forest Random Forest Is the best predicting model for the SPLC dataset.
Models MSE (FBI) MSE (SPLC) Among majority of models, share voters voted trump WOS
Diagnostic Plot for XGBoost (FBI) Diagnostic Plot for Random Forest (SPLC) Linear Regression 0123 (R? = 0.3514) 0.037 (R = 0.5443) consistently identified as one of the most important variables. This Is
=07 re despite the fact that the variable hod little to no ossociation with the
a O BSS BIC 0.116 0.038 . . .
= 050 i response variables. Nevertheless, based on feature importance, it
= o : B35 AIC (.16 0.032 showed that states that hod o high share of Donald Trump voters in the
g goo Regression Tree 0.118 0.038 2016 U.S. Presidentiol Election also had o high hate crime rote.
3 %025- Random Forest 0.096 0.030 _ _
= 0251 B The hote crime rates were reported most in the West and Northeast
- o . . .
" 050 | | | | | 000~ | | | | XGBoost 0.072 p— according to both the FBI and SPLC datosets. Politically, these regions
T Observed RestomseEBI). o OBk Hesnolss (SPLC) e KNN 0.033 0.038 tend to be more liberal. However, regions where most conservative
SVM (All Kernals) 0.102 0.038 Trump voters reside display much lower hate crime rates. Does this
XGBoost Feature Importance p— contrast imply that the dotoset i1s inaccurate or unreliable? There are
. t — ﬁ Random Forest Feature Importance BESt SUbSEt SEIE[:'[i[]n (BSS) FE[]turE E[]Efﬁl:ients: {oo many unknown factors that are at |]|[Iy, but further i"VEStigﬂtiUn
share_voters_votea_trump share_voters_voted_trump © . . . .
gin_index [N o K _ could include full reporting of hate crimes from police departments
share_unemployed_seasonal [N o R ; Models (Response Variable) |Important Features and geographic breakdown into counties instend of states.
share_non_citizen - n?e'di'an_household_income B": (FBI): shareipopulationiinimetroiareas )
share_non_white [ e ’ share population with high school degree,
log_median_household_income l z::::::Zr—nv::;ed_seasonal . ’ share gini index, share voters voted trump
share_population_in_metro_areas I share_population_in_metro_areas 2 A": (FBI): shareipopulationiinimetro_areas ’ REferences
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