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Background Results and Analysis

Large-scale civil conflicts can cause unprecedented loss in a country. Accurately predicting the occurrence of civil conflict  The table below shows results for the different models that were used for prediction and performance metrics
can reduce economic and social costs. In 2017, the global economic impact of violence was estimated at 12.4% of world  for the test data set.
GDP, in addition to loss of life [1]. Socio-economic data may be informative for predicting conflict. In this poster, we
attempt to learn an association (if it exists) between measures of schooling, exports, population, etc., and whether a civil ROC
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e Overall, random forest is the best model

’_5 Correlation Analysis e The population, its urban concentration, and the degree to which a population is fractionalized across
bé . . religious or ethnic identities were the best predictors for identifying a civil war
25 The threshold used to map probabilities to classes is . . . . . . .
o | o e This research was limited to a selection of variables which may not fully capture the drivers of civil war.
_ 14.4%. i . . .
Quantitative Variables Additional predictors such as country, discrimination, external funding to non-state actors, and poverty
Variables distribution after cleaning and transformation could be introduced for future analysis.
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This project utilized four binary classification models to evaluate the objective: Logistic Regression, Best Subset GLM,
Decision Tree, Random Forest. 80% of the data was used for training and 20% was used for testing the models.
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Model evaluation: Misclassification Rate, Area under the Curve, Accuracy, and Recall were used as evaluation criteria
for the best model.



