1. The “sandwich covariance” for linear regression

In this problem, and this problem only, suppose our data consists of IID variables $X_1, \ldots, X_n$, where each $X_i = (Y_i, Z_i)$; where both $Y_i$ and $Z_i$ are centered, so $E[Y_i] = E[Z_i] = 0$; and that we want to estimate a linear regression of $Y$ on $Z$ by least squares, so we would ideally like to find the $b_0$ which minimizes $m(b) = E[(Y - bZ)^2]$. We do not assume that the true relationship between $Y$ and $Z$ is linear.

(a) Show that $m(b) = Var[Y] + b^2 Var[Z] - 2b Cov[Y, Z]$.

(b) Show that the second derivative of $m(b)$ (with respect to $b$) is $m''(b) = 2Var[Z]$.

(c) With finite data, we approximate $m(b)$ by $M_n(b) = \frac{1}{n} \sum_{i=1}^{n} (Y_i - bZ_i)^2$. Define the residual for the $i$th observation as $R_i(b) = Y_i - bZ_i$. Show that the first derivative of $M_n(b)$ is $M'_n(b) = \frac{-2}{n} \sum_{i=1}^{n} R_i(b)Z_i$.

(d) Explain why it’s reasonable, under our assumptions, to estimate $\text{Var}[M'_n(b_0)]$ by

$$\hat{J}_n = \frac{4}{n^2} \sum_{i=1}^{n} R_i^2(\hat{b}_n)Z_i^2$$

“Reasonable” here means you don’t need to give a formal proof, but you should give reasons to explain why $\hat{J}_n$ is connected to $\text{Var}[M'_n(b_0)]$.

**Hint:** What’re the expectations of the summands?

(e) Find an expression for the standard error of $\hat{b}_n$, the minimizer of $M_n(b)$. Your answer should involve both $\hat{J}_n$ and the sample variance of $Z$ (and possibly other things).

(f) Now assume that $Y = b_0 Z + \epsilon$ where $\epsilon$ is IID with mean 0 and variance $\sigma^2$. (That is, the usual linear-model assumptions hold.)
Show that your expression for the standard error from the last sub-problem will converge on \( \sigma / \sqrt{\text{Var}[Z]} \) for large \( n \).

Notice that in this problem we did not assume that the linear regression model is right, or, if the relationship between \( Y \) and \( Z \) is linear, assume that the noise around the regression line has constant variance. What we’ve just done, in the next-to-last sub-problem, is the calculation of a “robust standard error” (because it’s still valid if the usual assumptions are broken). In particular, this is a “heteroskedasticity-consistent” (HC) robust standard error (because it works even if the noise is “heteroskedastic”, i.e., does not have constant variance).

2. Estimating an AR(1) by optimizing

Suppose we’re dealing with a stationary time series \( X(t) \) which is centered, so \( \mathbb{E}[X(t)] = 0 \), and has autocovariance function \( \text{Cov}[X(t), X(t + h)] = \gamma(h) \). We want to estimate an AR(1) model by least squares, so we minimize the function \( M_n(b) = (n - 1)^{-1} \sum_{t=1}^{n-1} (X(t + 1) - bX(t))^2 \). We call this minimizer \( \hat{b}_n \). Take it on trust that \( M_n(b) \rightarrow \mathbb{E}[(X(t + 1) - bX(t))^2] \equiv m(b) \) as \( n \rightarrow \infty \).

Define \( b_0 \) to be the minimizer of \( m(b) \).

Unless the sub-problem explicitly says otherwise, do not assume that the AR(1) model is correct.

(a) (5) Show that \( m(b) = \gamma(0)(1 + b^2) - 2b\gamma(1) \).

(b) (5) Show that \( m''(b) = 2\gamma(0) \).

(c) (5) Define the residuals \( R(t; b) \) as \( R(t; b) = X(t) - bX(t - 1) \). Show that

\[
M'_n(b) = -\frac{2}{n - 1} \sum_{t=1}^{n-1} R(t + 1; b)X(t)
\]

(d) (5) Explain why \( \hat{J}_n = \frac{4}{(n - 1)^2} \sum_{t=1}^{n} R^2(t + 1; \hat{b}_n)X^2(t) \) might not be a good estimate of \( \text{Var}[M'_n(b_0)] \).

Note: There are techniques for calculating heteroskedastic-autocorrelation-consistent (HAC) robust standard errors, based on smoothing terms like \( R^2X^2 \); we’ll revisit this topic towards the end of the course when we look at fitting regression models with autocorrelated noise.

3. Estimating an AR(1) by optimizing, continued

Now suppose that the AR(1) model is right, so that \( X(t + 1) = b_0X(t) + \epsilon(t + 1) \), where the \( \epsilon \)s all have mean 0, variance \( \tau^2 > 0 \) and are uncorrelated with each other and with earlier \( X \)s.

(a) (6) Express \( m(b) \) in terms of \( b_0 \) (the true autoregressive coefficient), \( \tau^2 \) and \( b \).

(b) (5) Show that \( \text{Cov}[X(t), \epsilon(t + 1)] = 0 \). Hints: Use the law of total expectation, and the facts that the innovations have expectation 0 and are uncorrelated with earlier \( X \)s.
(c) (5) Show that \( \text{Cov} \left[ X(t)\epsilon(t+1), X(t+h)\epsilon(t+h+1) \right] = 0 \). \textit{Hints:} Use the law of total expectation again (and the previous sub-problem).

(d) (10) Show that
\[
\text{Var} \left[ M'_n(b_0) \right] = \frac{4}{n-1} \frac{\tau^4}{1-b_0^2}
\]

\textit{Hint:} Use the previous sub-problem.

(e) (8) Show that \( \text{Var} \left[ \hat{b}_n \right] \approx \frac{1-b_0^2}{n} \) for large \( n \).

4. (1) How much time did you spend on this problem set?
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