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Motivation
50% corals have died in last 30 years and the increasing ocean temperature is a primary cause.

The coral reefs of the Red Sea are less studied than those of the Indian Ocean and the Pacific Ocean (Berumen et al., 2013).

Our aim is to model, identify and predict extreme SST exceedance regions (i.e., hotspots) within the Red Sea in future years.
Sea Surface Temperature (SST) Data and Exploratory Analysis
The project OSTIA (Donlon et al., 2012) generates daily SST estimates (free of diurnal variability) at a resolution $0.05^\circ \times 0.05^\circ$ (about 6 Km).

Considering the period 1985–2015, total #grid cells = 16703 and total #weeks = 1612.

We analyze temporally-thinned data keeping one day per week and assuming independence in time.
Exploratory analysis (mean structure)

We fit a simple linear regression model of the form $Y_t = \beta_1 + \beta_2 t$, $t = 1, \ldots, 31$, to the quarterly and annual means at each grid cell. Hence, the estimated decadal rate of change is $10 \hat{\beta}_2$ (in °C).

The slope (and intercept) profiles vary spatially as well as seasonally.

Overall, the mean SST varies across space, weeks and years. The effects are not additive.
The spatial covariance structure is nonstationary.

\[ \chi(u) = \Pr \left\{ Y_1 > F_1^{-1}(u) \mid Y_2 > F_2^{-1}(u) \right\} \] and \[ \chi = \lim_{u \to 1} \chi(u). \] The spatial extremal dependence is nonzero over a large region.
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Classical Models for Spatial Extremes, and Their Limitations
Classical spatial statistics literature


  **Pros** and **Cons**: Apt for modeling high-dimensional spatial data but usually assume the process to be Gaussian, which implies asymptotic extremal independence.

- **Semiparametric geostatistics**: Gelfand et al. (2005), Duan et al. (2007), Reich et al. (2013).

  **Pros** and **Cons**: More flexible than Gaussian process, Bayesian computation is easy in low-dimension but leads to asymptotic extremal independence.

Max-stable processes have been widely used for modeling spatial extremes defined as spatially-indexed block maxima, because of their appealing asymptotic characterization:

\[ \frac{\max\{Y_1(s), \ldots, Y_n(s)\} - b_n(s)}{a_n(s)} \xrightarrow{D} Z(s) \sim \text{Max-stable process}, \]

for suitably chosen sequences of functions \( a_n(s) > 0 \) and \( b_n(s) \).

Max-stable theory is well understood.

Max-stable processes admit a spectral representation:

\[ Z(s) = \sup_{i=1,2,\ldots} \xi_i W_i(s), \]

where \( \{\xi_i\} \sim \text{PPP}(\xi^2 d\xi) \perp \{W_i(s)\} \) i.i.d. copies of a process \( W(s) \geq 0 \) with \( \mathbb{E}\{W(s)\} = 1 \).

Max-stable processes capture asymptotic extremal dependence, i.e.,

\[ \chi = \lim_{u \to 1} \Pr\{Z(s_1) > F_1^{-1}(u) \mid Z(s_2) > F_2^{-1}(u)\} > 0. \]
Spatial extremes literature—Max-stable processes

However:

- Often too rigid in finite samples due to the strong restriction imposed by the max-stability property.
- Spatial block maxima may not correspond to real observations (as maxima at different sites may occur on different days)...
- Max-stable processes are computationally extremely intensive to fit in moderate (or even small) dimensions, because the joint density (i.e., likelihood for a single replicate) has the form

\[
g(z_1, \ldots, z_D) = \exp\{-V(z_1, \ldots, z_D)\} \sum_{\pi \in \mathcal{P}_D} \prod_{i=1}^{||\pi||} \{-V_{\tau_i}(z_1, \ldots, z_D)\},
\]

where \(D\) is the number of sites, \(\mathcal{P}_D\) is the set of all partitions of \(\{1, \ldots, D\}\) and \(V\) is the exponent function.
**Spatial extremes literature—\(r\)-Pareto processes**


- \(r\)-Pareto processes are analogous to max-stable processes, in the sense that they have an appealing asymptotic characterization for *spatial threshold exceedances*. On a standard Pareto scale:

\[
\frac{Y(s)}{u} \mid \{Y(s)\} > u \xrightarrow{D} Z(s) \sim \text{\(r\)-Pareto process}, \quad \text{as } u \to \infty
\]

where \(r(\cdot)\) is some homogeneous *risk functional*.

- \(r\)-Pareto processes are meant to model the *original* spatial extreme events that effectively occurred.

- \(r\)-Pareto processes also capture asymptotic extremal dependence, and also admit a convenient stochastic representation.

- \(r\)-Pareto have simpler (censored) likelihood functions of the form

\[
\prod_{i=1}^{n} \left[ -\frac{V_i\{\max(\tilde{y}_i, u)\}}{K_r(u)} \right]
\]
Spatial extremes literature–$r$-Pareto processes

However:

- Still limited to moderate dimensions ($D \sim 50$) because of multivariate censoring, unless some less efficient scoring rule approaches are used (and how to use this approach in a Bayesian context is unclear)

- Practical issue: how to choose the threshold $u$, especially in a non-stationary context?
Semiparametric spatial extremes: Hazra et al. (2018), Bopp et al. (2020).

Idea: developing a semiparametric spatial mixture model that is flexible both in the bulk and the tails, so that it provides a good fit to the whole dataset (from low to high quantiles).

Mixtures can probabilistically (and “automatically”) cluster observations from the tail and the bulk, thus bypassing threshold selection.

Depending on the mixture components, the spatial mixture may or may not capture asymptotic extremal dependence.

Bayesian computations are quite simple if the model is based on (potentially skewed) Gaussian of Student’s $t$ mixture components.

However, the existing semiparametric spatial extremes literature is still limited to relatively low spatial dimensions.
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Figure: The proportions of the total variance of SST explained by EOFs 1–6 are 49.40%, 17.78%, 6.14%, 2.87%, 2.26%, and 1.82%, respectively.
Overall model (so-called LTP-DPM)

- Different weeks may be grouped in different “clusters” with different spatial characteristics.

- Hierarchically, given the cluster index $g_t = k$, the process can be written as

$$Y_t(s) = \mu_t(s) + \sigma_t [h'(s)Z_t + \eta_t(s)],$$

$$Z_t \sim \text{Normal}_L(\mathbf{0}, \Phi_k), \eta_t(s) \sim \text{Normal}(0, \tau^2_k),$$

$$\sigma^2_t \sim \text{Inverse-Gamma}\left(\frac{a_k}{2}, \frac{a_k}{2} - 1\right).$$

- For computational reasons, we split the mean vector as

$$\mu = \sum_{i=1}^{2} \sum_{j=1}^{2} [X_{0;i} \otimes X_1 \otimes X_{2;j}] \beta_{i;j},$$

where $X_{2;1} = P_H X_2$, and $X_{2;2} = (I_N - P_H)X_2$ with $P_H = HH'$.

- We consider the priors:

$$\Phi_k \sim \text{Inverse-Wishart}(L + 2, \Delta),$$

so that $\text{E}(\Phi_k) = \Delta$ and $\text{Cov}(\epsilon_t) \approx \hat{\Sigma}$.

$$\pi_k \sim \text{Stick-Breaking}(\delta).$$
Bulk properties are similar to DPM models, i.e., nonstationary mean and covariance structure:

$$
E \{ Y_t(s_n) \mid \beta_{i,j}, i,j = 1,2 \} = \mu_t(s_n) = \sum_{i=1}^{2} \sum_{j=1}^{2} x_{t_1}^{(0;i)} \left( x_{t_2}^{(1)} \otimes x_{n}^{(2;j)} \right) \beta_{i,j},
$$

$$
\text{Cov} \{ Y_t(s_{n_1}), Y_t(s_{n_2}) \mid \Theta_k; k = 1, \ldots, K \} = \sum_{k=1}^{K} \pi_k \left( h_{n_1} \Phi_k h_{n_2}^\prime + \tau^2_k \mathbb{I}_{\{n_1=n_2\}} \right).
$$

Regarding tail properties, we get asymptotic extremal dependence with

$$
\chi(s_{n_1}, s_{n_2}) = 2F_T \left( \sqrt{(a_m + 1) \frac{1 - r_m(s_{n_1}, s_{n_2})}{1 + r_m(s_{n_1}, s_{n_2})}; 0, 1, a_m + 1} \right) > 0, \quad m = \arg \min_k \{ a_k \}.
$$

Asymptotic extremal independence if $a_k = \infty$ for all $k$. 

Bayesian Inference and Estimation of Extreme Hotspots
We exploit the separable structure of the design matrices for fast updating of $P = P_T P_S = 2268$ dimensional regression coefficients.

For the DPM models, we fix $K$ within the MCMC and choose the best $K$ using cross-validation.

Except the $df$ parameters $a_k$, $k = 1, \ldots, K$, the other parameters have conjugate priors.

We consider the priors $a_k \overset{iid}{\sim} \text{Discrete-Uniform}(2.1, 2.2, \ldots, 40.0)$ and sample straightforwardly.

Computation time (for 60,000 MCMC samples) is $\approx 10$ hours which is approximately 2.2 times of fitting a LGP ($\approx 4.5$ hours).
Hotspot estimation

- We extend the approach of French and Sain (2013) (developed for Gaussian processes) to the context of our LTP-DPM model.

- We define an exceedance region as \( E^0_{u^+} = \{ s_n \in D : Y_{t_0}(s_n) \geq u \} \) for threshold \( u \) at time \( t_0 \).

- We want to find a “confidence region” \( D^0_{u^+} \) so that \( \Pr(E^0_{u^+} \subseteq D^0_{u^+}) = 1 - \alpha \) for some predefined probability \( \alpha \).

- For a future time \( t_0 \), we test \( H_0 : Y_{t_0}(s_n) = u \) versus \( H_1 : Y_{t_0}(s_n) < u \) for each \( s_n \in D \) on the basis of some test statistic \( \tilde{Y}_{t_0}(s_n) \) and collect all \( s_n \in D \) where we fail to reject \( H_0 \).

- An obvious choice for \( \tilde{Y}_{t_0}(s_n) \) is exploiting \( \hat{Y}_{t_0}(s_n) \), a predictor of \( Y_{t_0}(s_n) \).

- We need to adjust the critical value of the tests to achieve an overall family-wise error rate of \( \alpha \), while accounting for spatial dependence.

- We rely on posterior predictive sampling.
Generate $B = 10^4$ posterior samples from $Y_{t_0} = [Y_{t_0}(s_1), \ldots, Y_{t_0}(s_N)]'$.
Generate $B = 10^4$ posterior samples from $\mathbf{Y}_{t_0} = [Y_{t_0}(s_1), \ldots, Y_{t_0}(s_N)]'$. 

By Bayesian CLT, posterior average $\hat{Y}_{t_0}(s_n) \mid Y_{t_0}(s_n) \sim \text{Asymptotic-Normal}(Y_{t_0}(s_n), \tilde{\sigma}^2_{t_0}(s_n))$. 

We consider $\tilde{Y}_{t_0}(s_n) = \hat{Y}_{t_0}(s_n) - u \tilde{\sigma}_{t_0}(s_n) \sim \text{Normal}(0, 1)$ under $H_0$. 

The critical value $C_\alpha$ is chosen such that $\Pr(\min s_n \in \mathcal{E}_{bu} + \{\tilde{Y}_{t_0}(s_n)\}) < C_\alpha = \alpha$.
Generate $B = 10^4$ posterior samples from $Y_{t_0} = [Y_{t_0}(s_1), \ldots, Y_{t_0}(s_N)]'$.  

By Bayesian CLT, posterior average $\hat{Y}_{t_0}(s_n) \mid Y_{t_0}(s_n) \sim \text{Asymptotic-Normal} \left( Y_{t_0}(s_n), \tilde{\sigma}_{t_0}^2(s_n) \right)$. 

We consider $\tilde{Y}_{t_0}(s_n) = \frac{\hat{Y}_{t_0}(s_n) - u}{\tilde{\sigma}_{t_0}(s_n)} \sim \text{Normal}(0, 1)$ under $H_0$. 
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Generate $B = 10^4$ posterior samples from $Y_{t_0} = [Y_{t_0}(s_1), \ldots, Y_{t_0}(s_N)]'$.

By Bayesian CLT, posterior average $\hat{Y}_{t_0}(s_n) \mid Y_{t_0}(s_n) \sim \text{Asymptotic-Normal} \left( Y_{t_0}(s_n), \tilde{\sigma}^2_{t_0}(s_n) \right)$.

We consider $\tilde{Y}_{t_0}(s_n) = \frac{\hat{Y}_{t_0}(s_n) - u}{\tilde{\sigma}_{t_0}(s_n)} \sim \text{Normal}(0, 1)$ under $H_0$.

The critical value $C_\alpha$ is chosen such that

$$\Pr \left( \min_{s_n \in E_{0u}^+} \left\{ \tilde{Y}_{t_0}(s_n) \right\} < C_\alpha \right) = \alpha.$$
Generate $B = 10^4$ posterior samples from $Y_{t_0} = [Y_{t_0}(s_1), \ldots, Y_{t_0}(s_N)]'$.

By Bayesian CLT, posterior average $\hat{Y}_{t_0}(s_n) \mid Y_{t_0}(s_n) \sim \text{Asymptotic-Normal} \left( Y_{t_0}(s_n), \tilde{\sigma}_{t_0}^2(s_n) \right)$.

We consider $\tilde{Y}_{t_0}(s_n) = \frac{\hat{Y}_{t_0}(s_n) - u}{\tilde{\sigma}_{t_0}(s_n)} \sim \text{Normal}(0, 1)$ under $H_0$.

The critical value $C_\alpha$ is chosen such that

$$\Pr \left( \min_{s_n \in E_{u^+}} \left\{ \tilde{Y}_{t_0}(s_n) \right\} < C_\alpha \right) = \alpha.$$  

We identify $E_{u^+}^b = \{ s_n \in \mathcal{D} : Y_{t_0}^{(b)}(s_n) \geq u \}$ for each $b$, calculate $\tilde{Y}_{t_0}(s_n)$, and $\min_{s_n \in E_{u^+}^b} \left\{ \tilde{Y}_{t_0}(s_n) \right\}$. 


Generate $B = 10^4$ posterior samples from $Y_{t_0} = [Y_{t_0}(s_1), \ldots, Y_{t_0}(s_N)]'$.

By Bayesian CLT, posterior average $\hat{Y}_{t_0}(s_n) \mid Y_{t_0}(s_n) \sim \text{Asymptotic-Normal} \left( Y_{t_0}(s_n), \tilde{\sigma}^2_{t_0}(s_n) \right)$.

We consider $\tilde{Y}_{t_0}(s_n) = \frac{\hat{Y}_{t_0}(s_n) - u}{\tilde{\sigma}_{t_0}(s_n)} \sim \text{Normal}(0, 1)$ under $H_0$.

The critical value $C_\alpha$ is chosen such that

$$\Pr \left( \min_{s_n \in E_{u^+}^b} \{ \tilde{Y}_{t_0}(s_n) \} < C_\alpha \right) = \alpha.$$

We identify $E_{u^+}^b = \{ s_n \in D : Y_{t_0}^{(b)}(s_n) \geq u \}$ for each $b$, calculate $\tilde{Y}_{t_0}(s_n)$, and $\min_{s_n \in E_{u^+}^b} \{ \tilde{Y}_{t_0}(s_n) \}$.

We repeat this procedure for each $b$ and estimate $C_\alpha$ by $\hat{C}_\alpha$, the sample $\alpha$-th quantile of $\{ \min_{s_n \in E_{u^+}^b} \{ \tilde{Y}_{t_0}(s_n) \}; b = 1, \ldots, B \}$. 

Hotspot estimation

- Generate $B = 10^4$ posterior samples from $Y_{t_0} = [Y_{t_0}(s_1), \ldots, Y_{t_0}(s_N)]'$.

- By Bayesian CLT, posterior average $\hat{Y}_{t_0}(s_n) \mid Y_{t_0}(s_n) \sim \text{Asymptotic-Normal} \left( Y_{t_0}(s_n), \tilde{\sigma}^2_{t_0}(s_n) \right)$.

- We consider $\tilde{Y}_{t_0}(s_n) = \frac{\hat{Y}_{t_0}(s_n) - u}{\tilde{\sigma}_{t_0}(s_n)} \sim \text{Normal} \left( 0, 1 \right)$ under $H_0$.

- The critical value $C_\alpha$ is chosen such that

$$\Pr \left( \min_{s_n \in E_{u+}^0} \left\{ \tilde{Y}_{t_0}(s_n) \right\} < C_\alpha \right) = \alpha.$$

- We identify $E_{u+}^b = \{ s_n \in D : Y_{t_0}^{(b)}(s_n) \geq u \}$ for each $b$, calculate $\tilde{Y}_{t_0}(s_n)$, and $\min_{s_n \in E_{u+}^b} \{ \tilde{Y}_{t_0}(s_n) \}$.

- We repeat this procedure for each $b$ and estimate $C_\alpha$ by $\hat{C}_\alpha$, the sample $\alpha$-th quantile of $\{ \min_{s_n \in E_{u+}^b} \{ \tilde{Y}_{t_0}(s_n) \} ; b = 1, \ldots, B \}$.

- Finally, $D_{u+}^0 = \{ s_n \in D : \tilde{Y}_{t_0}(s_n) \geq \hat{C}_\alpha \}$. 
Data Application
Representative concentration pathway (RCP) scenarios
Cross-validation results

- Training set = 1985–2010 (26 years) and Test set = 2011–2015 (5 years).

- We compare models LGP ($K = 1, a_k = \infty$), LTP ($K = 1$), LGP-DPM ($a_k = \infty$) and LTP-DPM across $K$ and $L$ based on BSS and TWCRPSS.

![Graphs showing cross-validation results for different models and parameters](image-url)
Figure: Posterior densities of the ten ordered stick-breaking probabilities $\pi_1 > \cdots > \pi_K$, based on fitting the LGP-DPM (red) and LTP-DPM (blue) models with $K = 10$ mixture components and $L = L_1$ spatial basis functions.
Estimated decadal rate of change
Estimated return levels
Type-I: Considering equal bleaching threshold across the Red Sea (Jokiel and Brown, 2004), we estimate

\[
\Pr \left( \bigcup_{s_n \in \mathcal{D}_0} \{ Y_{t_0}(s_n) > u \} \right) \quad \text{and} \quad \Pr \left( \bigcap_{s_n \in \mathcal{D}_0} \{ Y_{t_0}(s_n) > u \} \right)
\]

for a range of high temperature values \( u \).

Type-II: Considering spatially-varying bleaching threshold (Genevier et al., 2019) as well as the adaptive nature of coral reefs to moderate climate change (Logan et al., 2014), we estimate

\[
\Pr \left( \bigcup_{s_n \in \mathcal{D}_0} \{ Y_{t_0}(s_n) > Q_{t_0}(n)(p) \} \right) \quad \text{and} \quad \Pr \left( \bigcap_{s_n \in \mathcal{D}_0} \{ Y_{t_0}(s_n) > Q_{t_0}(n)(p) \} \right)
\]

where \( Q_{t_0}(n)(p) \) denotes the \( p \)-th quantile function of the distribution of \( Y_{t_0}(s_n) \).
Three important regions

- Egypt
- Sudan
- Eritrea
- Ethiopia
- Djibouti
- Jordan
- Saudi Arabia
- Yemen

SST (°C)

Longitude

Latitude

SST (°C)
Estimated exceedance probabilities (Week 40, Year 2099, RCP 8.5)

Dahlak Islands, Eritrea

Farasan Islands, Saudi Arabia

Thuwal, Saudi Arabia
Estimated hotspots (Year 2099, RCP 8.5)

\[ u = 33^\circ C \quad u = 33.5^\circ C \quad u = 34^\circ C \]

Week 34

Week 10
Estimated exceedance probabilities (Week 40, Year 2099, RCP 4.5)
Estimated hotspots (Year 2099, RCP 4.5)
Final Remarks
Conclusions

- We have proposed a low-rank semiparametric Bayesian model for large spatial data where independent replications are available.

- The model has nonstationary mean and covariance structures, and can capture asymptotic extremal dependence.

- Inference can be drawn using an efficient Gibbs sampler, and spatial hotspots can be estimated efficiently using posterior predictive samples.

- Our results suggest that large areas of the Red Sea (that include major coral reefs) are likely to experience very extreme SSTs simultaneously around the end of the 21st century, which may have dramatic consequences in terms of coral bleaching and mortality if mitigation measures are not implemented.

- In future research, it would be interesting to generalize our approach to estimate spatio-temporal dependence, and assess whether spatial hotspots tend to persist over consecutive days, which plays a key role in coral bleaching and mortality.
Thank you!


